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#### Abstract

In this paper we consider general hypothesis testing problems for nonparametric and semiparametric time-series econometric models. We apply the general methodology to construct a consistent test for omitted variables and a consistent test for a partially linear model. The proposed tests are shown to have asymptotic normal distributions under their respective null hypotheses. We also discuss the problems of testing portfolio conditional mean-variance efficiency and testing a semiparametric single index model. Monte Carlo simulations are conducted to examine the finite sample performances of the nonparametric omitted variable test and the test for a partially linear specification. © 1999 Published by Elsevier Science S.A. All rights reserved.
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## 1. Introduction

There is a rich literature on constructing consistent model specification tests using nonparametric estimation techniques. ${ }^{1}$ For example various test statistics for consistently testing a parametric regression functional form have been

[^0]proposed by Bierens (1982, 1990), Bierens and Ploberger (1997), Eubank and Spiegelman (1990), Eubank and Hart (1992), Fan and Li (1992), Gozalo (1993), Härdle and Mammen (1993), Hong and White (1995), Horowitz and Härdle (1994), Li (1994), Robinson (1991), Wooldridge (1992), Yatchew (1992), and Zheng (1996), to mention only a few. Testing the insignificance of a subset of regressors (omitted variable test) have been considered by Ait-Sahalia et al. (1994), Fan and Li (1996a), Lavergne and Vuong (1996b) and Lewbel (1993). For consistent testing some semiparametric versus nonparametric regression models, see Ait-Sahalia et al. (1994), Fan and Li (1996a), Linton and Gozalo (1997) and Whang and Andrews (1993). Delgado and Stengos (1994) and Lavergne and Vuong (1996a) considered non-nested hypothesis testing problems. Lewbel $(1993,1995)$ considered general hypothesis testing problem with independent data. Robinson (1989) considered general hypothesis testing problems for time-series econometric models.

Most of the above-mentioned works deal with independent data. While Bierens and Ploberger (1996) and Fan and Li (1996b) allow for dependent data, both Bierens and Ploberger (1997) and Fan and $\operatorname{Li}$ (1996b) only considered the case of testing a parametric null model. Robinson (1989) considered general hypothesis testing problem with time-series data, however, his procedure may not produce consistent tests in the sense that there exist alternatives that cannot be detected by Robinson's (1989) testing procedure. Recently, Chen and Fan (1997) modify Robinson's general testing procedure and construct consistent test statistics for time-series models. Their idea is similar to the approach of Bierens (1982) and the asymptotic distributions of their test statistics are nonstandard. Hence, they suggest to use the conditional Monte Carlo method of Hansen (1996) or the stationary bootstrap method of Politis and Romano (1994) to approximate the null distribution of their test statistics. While bootstrap methods are quite successful for providing reliable null approximations to test statistics with independent data (e.g., Härdle and Mammen, 1993; Fan and Linton, 1997; Li and Wang, 1998), they are less satisfactory with dependent observations. In this paper we consider the general hypothesis testing problem with time-series data and we establish the asymptotic normality of the proposed test statistics. Thus, our results generalize many testing results including those in Fan and Li (1996a) and Lavergne and Vuong (1996b) to time-series models. We also show that our testing procedure can be applied to a wide range of hypotheses testing problem (with weakly dependent data). The regularity conditions we use are quite weak and they are very similar to the conditions used for independent data cases (e.g., Fan and Li, 1996a). Some simple but important tricks are used in establishing the asymptotic normal distributions of the test statistics.

One leading case of the null hypotheses we consider in this paper is testing the significance of a subset of the regressors (a nonparametric omitted variable test). Ait-Sahalia et al. (1994), Fan and Li (1996a) and Lavergne and Vuong (1996b) all
consider such a testing problem with independent data. Recently, Christoffersen and Hahn (1997) applied the test statistics proposed by the above authors to test whether ARCH volatility has additional explanatory power to option pricing given other relevant economic variables. When applying the test of Fan and Li (1996a) and Lavergne and Vuong (1996b) to a time-series model, Christoffersen and Hahn (1997) conjectured that this test is applicable with time-series data. This paper provides a formal proof that the nonparametric significant test proposed by Fan and Li (1996a) and Lavergne and Vuong (1996b) is indeed applicable for weakly dependent data.

The paper is organized as follows. In Section 2 we first describe a general testing procedure with time-series data. In Section 3 we apply the methodology presented in Section 2 to derive the asymptotic distribution of a nonparametric significance test. Section 4 presents a test for a partially linear model. Section 5 discusses the problems of testing portfolio conditional mean-variance efficiency and testing a semiparametric single index model. We examine the finite sample performances of the nonparametric significance test and the test for a partially linear model in Section 6. The proofs of the main results are given in the Appendices A and B. Appendix C contains some technical lemmas that are used in the proofs of Appendices A and B. Throughout the rest of this paper, all the limits are taken as $n \rightarrow \infty . \quad \sum_{t}=\sum_{t=1}^{n}, \quad \sum_{t} \sum_{s \neq t}=\sum_{t} \sum_{s \neq t, s=1}^{n}$, $\sum \sum \sum_{s \neq t \neq l}=\sum_{t} \sum_{s \neq t} \sum_{l \neq t, l \neq s, l=1}^{n}$, etc.

## 2. A general framework of kernel-based test

In this paper we consider the general hypothesis testing problem of the form $\mathrm{E}(U \mid X)=0$ almost everywhere (a.e.) for some suitably chosen random variables (vectors) $U$ and $X$. There are many examples that the null hypothesis can be written as $\mathrm{E}(U \mid X)=0$ a.e., for example, in the context of testing a parametric regression model, say linearity, $Y=X^{\prime} \gamma+U$. The null hypothesis of $\mathrm{E}(Y \mid X)=X^{\prime} \gamma$ a.e. is equivalent to $\mathrm{E}(U \mid X)=0$ a.e. For a kernel based test for parametric functional form, see Zheng (1996). Other examples that the null hypothesis can be written as $\mathrm{E}(U \mid X)=0$ a.e. including testing for omitted variables (Ait-Sahalia et al., 1994; Fan and Li, 1996a; Lavergne and Vuong, 1996b; Lewbel, 1993) and testing semiparametric partially linear models (AitSahalia et al., 1994; Yatchew, 1992; Whang and Andrews, 1993; Fan and Li, 1996a), testing a semiparametric index model (Fan and Li, 1996a), testing a rational expectation model (Robinson, 1989), testing conditional symmetry Zheng, 1998a), testing conditional parametric distribution (Andrews, 1997; Zheng, 1998b), and testing portfolio conditional mean-variance efficiency (Wang, 1997; Chen and Fan, 1997).

Even when the null hypothesis can be written as $\mathrm{H}_{0}: \mathrm{E}(U \mid X)=0$ a.e., consistent testing $\mathrm{H}_{0}$ can still be done using different distance measures. When the
kernel estimation method is used, the distance measure $I=\mathrm{E}[U \mathrm{E}(U \mid X) f(X)]$ turns out to be a convenient choice. First note that $I=\mathrm{E}\left\{[\mathrm{E}(U \mid X)]^{2} f(X)\right\} \geqslant 0$ and the equality holds if and only if $\mathrm{H}_{0}$ is true. Hence $I$ serves as a proper candidate for consistent testing $\mathrm{H}_{0}$. For the advantages of using distance measure $I$ to construct kernel-based consistent tests, see Li and Wang (1998) and Hsiao and Li (1997). A kernel-based sample analogue of $I$ is $I_{n}=\left(n(n-1) h^{d}\right)^{-1} \sum_{t} \sum_{s \neq t} U_{t} U_{s} K\left(\left(X_{t}-X_{s}\right) / h\right)$, where $K(\cdot)$ is the kernel function and $h$ is the smoothing parameter.

Often $U_{t}$ is not observable but can be consistently estimated. When the null models are parametric models, usually $U_{t}$ can be $\sqrt{n}$-consistently estimated under quite general conditions, e.g., Fan and Li (1996b) and Hsiao and Li (1997). In this paper we will consider the case that the null model contains some nonparametric components, say the null model is a nonparametric or a semiparametric regression model and we will use kernel methods to estimate these unknown regression functions. In such cases, we can only consistently estimate $U_{t}$ with the nonparametric (kernel estimation) rate which is slower than the parametric rate of $\sqrt{n}$. Thus, the derivation of the asymptotic distributions of the test statistics in this paper is much more complex than the case of testing a parametric null model (e.g., Fan and Li, 1996b; Hsiao and Li, 1997). One leading example we consider in this paper is that the null model is $Y=\mathrm{E}(Y \mid W)+U$, where $W$ is a proper subset of $X$. Then the null hypothesis of $\mathrm{E}(U \mid X)=0$ a.e. is a nonparametric omitted variable test because under this null hypothesis, $\mathrm{E}(Y \mid W)=\mathrm{E}(Y \mid X)$ a.e., the extra regressors in $X$ (but not in $W$ ) do not help to explain $Y$.

Let $W$ ( $W$ can be different from $X$ ) be the variable that enter the null model nonparametrically and denotes $\hat{f}_{w_{t}}$ the kernel estimator of $f_{w}\left(W_{t}\right)$, where $f_{w}\left(W_{t}\right)$ is the density function of $W_{t}$. Also let $\tilde{U}_{t}$ be a consistent estimator of $U_{t}\left(\right.$ under $\left.\mathrm{H}_{0}\right)$. Then $\hat{f}_{w_{t}}$ will appear in the denominator of $\tilde{U}_{t}$, the so-called random denominator problem associated with kernel estimation. In order to avoid the random denominator problem, we choose to use a density weighted version of $I$ (or $I_{n}$ ) as the basis of our test statistic: $\quad J=\mathrm{E}\left\{U f_{w}(W) \mathrm{E}\left[U f_{w}(W) \mid X\right] f(X)\right\} \equiv$ $\mathrm{E}\{\varepsilon \mathrm{E}[\varepsilon \mid X] f(X)\}$, where $\varepsilon=U f_{w}(W)$ and $f\left(X_{t}\right)$ is the density function of $X_{t}$ (e.g., Fan and Li, 1996a; Lavergne and Vuong, 1996b). A kernel-based sample analogue of $J$ is ${ }^{2}$

$$
\begin{equation*}
J_{n}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} U_{t} f_{w_{t}} U_{s} f_{w_{s}} K_{t s} \equiv \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \varepsilon_{t} \varepsilon_{s} K_{t s}, \tag{1}
\end{equation*}
$$

[^1]where $\varepsilon_{t}=U_{t} f_{w_{s}}, f_{w_{t}}=f_{w}\left(W_{t}\right), K_{t s}=K\left(\left(X_{t}-X_{s}\right) / h\right)$ is the kernel function and $h=h_{n}$ is the smoothing parameter.

A feasible test statistic is obtained by replacing $\varepsilon_{t}=U_{t} f_{w_{t}}$ by its kernel estimator $\tilde{U}_{t} \hat{f}_{w_{i}}$ :

$$
\begin{equation*}
\hat{J}_{n}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \tilde{U}_{t} \hat{f}_{w_{t}} \tilde{U}_{s} \hat{f}_{w_{s}} K_{t s}, \tag{2}
\end{equation*}
$$

where $\tilde{U}_{t}$ and $\hat{f}_{w_{t}}$ are the kernel estimators of $U_{t}$ and $f_{w_{t}}$ respectively, their specific definitions (depending on the specific null models) will be given later.

The test statistics (with independent data) considered by Fan and Li (1996a) and Lavergne and Vuong (1996b) all have the form of Eq. (2) with Eq. (1) as the leading term. $J_{n}$ given in Eq. (1) is a second order degenerate U-statistic. Hall (1984) and De Jong (1987) established the asymptotic normal distribution for a general second order degenerate U-statistics with independent observations. Recently, Fan and Li (1996b) generalize Hall's (1984) result to the weakly dependent data case. Therefore, one can use the result of Fan and Li (1996b) to derive the asymptotic distribution of $\widehat{J}_{n}$ provided one can show that $\widehat{J}_{n}-J_{n}$ has an order smaller than $J_{n}$. We re-state a result from Fan and Li (1996b) in a lemma below for ease of reference.

Lemma 2.1. Let $\mathscr{Z}_{t}=\left(\varepsilon_{t}, X_{t}^{\prime}\right)^{\prime}$ be a strictly stationary process that satisfies the condition ( $D 1$ ) of Appendix $A, \varepsilon_{t} \in R$ and $X_{t} \in R^{d}, K(\cdot)$ be the kernel function with $h$ being the smoothing parameter that satisfy the condition (D2) of Appendix $A$. Define $\sigma_{\varepsilon}^{2}(x)=\mathrm{E}\left[\varepsilon_{t}^{2} \mid X_{t}=x\right]$ and $J_{n}=\left(n(n-1) h^{d}\right)^{-1} \sum_{t} \sum_{s \neq t} \varepsilon_{t} \varepsilon_{s} K\left(\left(X_{t}-X_{s}\right) / h\right)$. Then $n h^{d / 2} J_{n} \rightarrow \mathrm{~N}\left(0, \sigma_{0}^{2}\right)$ in distribution, where $\sigma_{0}^{2}=2 \mathrm{E}\left[\sigma_{\varepsilon}^{4}\left(X_{t}\right) f\left(X_{t}\right)\right]\left[\int K^{2}(u) \mathrm{d} u\right]$ and $f(\cdot)$ is the marginal density function of $X_{t}$.

Proof. Lemma 2.1 is a special case of Theorem 2.1 of Fan and Li (1996b).
Note that with $\varepsilon_{t}=U_{t} f_{w_{t}}$, Lemma 2.1 gives the asymptotic normal distribution of $J_{n}$ defined in Eq. (1). In the remaining part of the paper we will apply the above testing procedure to derive the asymptotic distributions of a nonparametric significance test and of a test for partially linear model (with weakly dependent data). We will also discuss some other hypotheses testing problems that fit the above framework.

## 3. A nonparametric significance test

In this section we apply the general hypothesis testing procedure of Section 2 to construct a nonparametric significance test. We consider the following
nonparametric regression model:

$$
\begin{equation*}
Y_{t}=\mathrm{E}\left(Y_{t} \mid X_{t}\right)+U_{t}, \tag{3}
\end{equation*}
$$

where $Y_{t}$ is a scalar and $X_{t} \in R^{d}$.
Let $X_{t}=\left(W_{t}^{\prime}, Z_{t}^{\prime}\right)^{\prime}$, where $W_{t}$ is a $q \times 1$ vector $(1 \leqslant q \leqslant d-1)$ and $Z_{t}$ is of dimension $(d-q) \times 1$. Then the null hypothesis that a subset of regressors, $Z_{t}$ (say), is insignificant for the regression model (3) if $\mathrm{E}\left(Y_{t} \mid X_{t}\right)=\mathrm{E}\left(Y_{t} \mid W_{t}\right)$ a.e. Let $r(w)=\mathrm{E}\left(Y_{t} \mid W_{t}=w\right), U_{t}=Y_{t}-r\left(W_{t}\right)$ and $\varepsilon_{t}=U_{t} f_{w}\left(W_{t}\right)$. Then the null hypothesis can be written as

$$
\mathrm{H}_{0}^{a}: \quad \mathrm{E}(\varepsilon \mid X)=0 \text { a.e. }
$$

The alternative hypothesis is
$\mathrm{H}_{1}^{a}: \mathrm{E}(\varepsilon \mid X) \neq 0$ on a set with positive measure.
Following the approach of Section 2, we construct our test statistic based on sample analogue of $J=\mathrm{E}\{\varepsilon \mathrm{E}[\varepsilon \mid X] f(X)\}$. The sample analogue of $J$ is $J_{n}$ as given in Eq. (1). To obtain a feasible test statistic, note that $U_{t}=Y_{t}-\mathrm{E}\left(Y_{t} \mid W_{t}\right)$ under $\mathrm{H}_{0}^{a}$, we estimate $\varepsilon_{t}=U_{t} f_{w_{t}}$ by $\tilde{U}_{t} \hat{f}_{w_{t}} \equiv\left(Y_{t}-\hat{Y}_{t}\right) \hat{f}_{w_{t}}$, where

$$
\begin{equation*}
\hat{Y}_{t}=\frac{1}{(n-1) a^{q}} \sum_{s \neq t} Y_{s} L_{t s} \hat{F}_{w_{t}} \tag{4}
\end{equation*}
$$

is the kernel estimator of $\mathrm{E}\left(Y_{t} \mid W_{t}\right), L_{t s}=L\left(\left(W_{t}-W_{s}\right) / a\right)$ is the kernel function and $a$ is the smoothing parameter, and

$$
\begin{equation*}
\hat{f}_{w_{t}}=\frac{1}{(n-1) a^{q}} \sum_{s \neq t} L_{t s} \tag{5}
\end{equation*}
$$

is the kernel estimator of $f_{w}\left(W_{t}\right)$. Hence, replacing $\varepsilon_{t}$ in $J_{n}$ of Eq. (2) by $\left(Y_{t}-\hat{Y}_{t}\right) \hat{f}_{w}$, we obtain a feasible test statistic for $\mathrm{H}_{0}^{a}$ :

$$
\begin{equation*}
\hat{J}_{n}^{a}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left(Y_{t}-\hat{Y}_{t}\right) \hat{f}_{w_{t}}\left(Y_{s}-\hat{Y}_{s}\right) \hat{f}_{w_{s}} K_{t s} \tag{6}
\end{equation*}
$$

To derive the asymptotic distribution of $\hat{J}_{n}^{a}$, the following assumptions will be used, where we also use the definitions of Robinson (1988) for the class of kernel functions $\mathscr{K}_{\lambda}$ and the class of functions $\mathscr{G}_{\mu}^{\alpha}$, see Appendix A for details.
(A1) (i) $\left\{Y_{t}, X_{t}^{\prime}\right\}_{t=1}^{n}$ is a strictly stationary absolutely regular process with the mixing coefficient $\beta_{\tau}$ that satisfies $\beta_{\tau}=\mathrm{O}\left(\rho^{\tau}\right)$ for some $0<\rho<1$. (ii) $f_{w}(\cdot) \in \mathscr{G}_{v}^{\infty}$, $r(\cdot) \in \mathscr{G}_{v}^{4+\eta}$, and $f \in \mathscr{G}_{v}^{\infty}$ for some integer $v \geqslant 2$, also $f$ is bounded. (iii) the error $U_{t}=Y_{t}-r\left(W_{t}\right)$ is a martingale difference process, $\mathrm{E}\left[\left|U_{t}^{4+\eta}\right|\right]<\infty$ and $\mathrm{E}\left[\left|U_{t_{1}}^{i_{1}} U_{t_{2}}^{i_{2}}, \ldots, U_{t_{1}}^{i_{l}}\right|^{1+\xi}\right]<\infty$ for some arbitrarily small $\eta>0$ and $\xi>0$, where $2 \leqslant l \leqslant 4$ is an integer, $0 \leqslant i_{j} \leqslant 4$ and $\sum_{j=1}^{l} i_{j} \leqslant 8, \sigma_{u}^{2}(x)=\mathrm{E}\left(U_{t}^{2} \mid X_{t}=x\right)$, $\mu_{4}(x)=\mathrm{E}\left(U_{t}^{4} \mid X_{t}=x\right), f_{w}, f$ and $r$ all satisfy some Lipschitz conditions: $|m(u+v)-m(u)| \leqslant D(u)\|v\|, D(\cdot)$ has finite $\left(2+\eta^{\prime}\right)$ th moment for some small $\eta^{\prime}>0$, where $m(\cdot)=\sigma_{u}^{2}(\cdot), \mu_{4}(\cdot), f_{w}(\cdot), f(\cdot)$ or $r(\cdot)$. (iv) Let $f_{\tau_{1}, \ldots, \tau_{1}}(., \ldots,$.$) be$ the joint probability density function of $\left(X_{1}, X_{1+\tau_{1}}, \ldots, X_{1+\tau_{1}}\right)(1 \leqslant l \leqslant 3)$. Then $f_{\tau_{1}, \ldots, \tau_{l}}(., \ldots,$.$) is bounded and satisfies a Lipschitz condition:$ $\left|f_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}+u_{1}, x_{2}+u_{2}, \ldots, x_{l}+u_{l}\right)-f_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}, x_{2}, \ldots, x_{l}\right)\right| \leqslant D_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}, x_{2}, \ldots\right.$, $\left.x_{l}\right)\|u\|$, where $D_{\tau_{1}, \ldots, \tau_{l}}(., \ldots,$.$) is integrable and satisfies the condition that$ $\int D_{\tau_{1}, \ldots, \tau_{l}}(x, \ldots, x)\|x\|^{2 \xi}<M<\infty, \int D_{\tau_{1}}, \ldots, \tau_{l}\left(x_{1}, \ldots, x_{l}\right) f_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}, \ldots, x_{l}\right) \mathrm{d} x<M<\infty$ for some $\xi>1$.
(A2) (i) we use product kernel for both $L(\cdot)$ and $K(\cdot)$, let $l$ and $k$ be their corresponding univariate kernel, then $l(\cdot) \in \mathscr{K}_{v}, k(\cdot)$ is non-negative and $k(\cdot) \in \mathscr{K}_{2}$. (ii) $a \rightarrow 0, \quad h=\mathrm{O}\left(n^{-\bar{\alpha}}\right)$ for some $0<\bar{\alpha}<(7 / 8) d$. (iii) $h^{d} / a^{2 q} \rightarrow 0$, $n h^{d / 2} a^{2 v} \rightarrow 0$ (all the limits are taken as $n \rightarrow \infty$ ).

### 3.1. Some remarks on the regularity conditions

Condition (A1)(i) requires that $\left\{Y_{t}, X_{t}^{\prime}\right\}$ to be a stationary absolutely regular process with geometric decay rate. (A1)(ii)-(iv) are mainly some smoothness and moments conditions, these conditions are quite weak in the sense that they are similar to the ones used in Fan and Li (1996a) for independent data case. However, for ARCH or GARCH type error processes as considered in Engle (1982) and Bollerslev (1986), the error term $U_{t}$ may not have finite fourth moments under some situations. For example, let $U_{t} \mid U_{t-1} \sim \mathrm{~N}\left(0, \alpha_{0}+\alpha_{1} U_{t-1}^{2}\right)$, Engle (1982) showed that $U_{t}$ does not have a finite fourth moment if $\alpha_{1}>1 / \sqrt{3}$. Thus, assumption (A1)(iii) will be violated in such a case.
(A2) (i) requires $L(\cdot)$ to be a $v$ th $(v \geqslant 2)$ order kernel, this condition together with (A1)(ii) ensures that the bias in the kernel estimation (of the null model) is $\mathrm{O}\left(a^{v}\right)$. The requirement that $k$ is a non-negative second order kernel function in (A2)(ii) is a quite weak and standard assumption. We emphasize here that the assumption $k$ is non-negative plays an important role in simplifying our proofs of the main results. See the discussions below Theorem 3.1 for more details on this. (A2)(ii) and (iii) imply $h \rightarrow 0, n h^{d} \rightarrow \infty$ and $n a^{2 q} \rightarrow \infty$, (A2)(iii) comes from the fact that the mean square error in the kernel estimation of the null model is of smaller order than $\left(n h^{d / 2}\right)^{-1}$, i.e., $n h^{d / 2}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)=o(1)$. Our regular conditions are quite weak in the sense that they are very similar to the ones used for independent data case (e.g., Fan and Li, 1996a).

Theorem 3.1. Assume the conditions (A1) and (A2) hold. Then
(i) Under $\mathrm{H}_{0}^{a}, T_{n}^{\text {def }} n h^{d / 2} \hat{\mathcal{J}}_{n}^{a} / \hat{\sigma}_{a} \rightarrow \mathrm{~N}(0,1)$ in distribution, where $\hat{\sigma}_{a}^{2}=\left(2 / n(n-1) h^{d}\right)$ $\sum_{t} \sum_{s \neq t} \widetilde{U}_{t}^{2} \hat{f}_{w_{t}}^{2} \widetilde{U}_{s}^{2} \hat{f}_{w_{s}}^{2} K_{t s}^{2}$ is a consistent estimator of $\sigma_{a}^{2}=2 \mathrm{E}\left[\sigma_{u}^{4}\left(X_{t}\right) f_{w}^{2}\left(W_{t}\right) f\left(X_{t}\right)\right]$ $\left[\int K^{2}(z) \mathrm{d} z\right]$.
(ii) Under $\mathrm{H}_{1}^{a}$, $\operatorname{Prob}\left[T_{n}^{a}>B_{n}\right] \rightarrow 1$ for any non-stochastic sequence $B_{n}=\mathrm{o}\left(n h^{d / 2}\right)$.

A detailed proof of Theorem 3.1 is given in the Appendix A. The proof involve steps showing that (I) $\hat{J}_{n}^{a}-J_{n}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$, and (II) $\hat{\sigma}_{a}^{2}=\sigma_{a}^{2}+\mathrm{o}_{\mathrm{p}}(1)$. (I) and (II) imply that $n h^{d / 2} \hat{J}_{n}^{a} / \hat{\sigma}_{a}=n h^{d / 2} J_{n} / \sigma_{a}+\mathrm{o}_{\mathrm{p}}(1)$. Hence Theorem 3.1(i) follows from Lemma 2.1.

Here we would also like to comment on some simple but important tricks that are used to greatly simplify the proof of Theorem 3.1. As can be seen from the proof of Appendix A, we need to obtain probability bounds for terms that involve four summations. ${ }^{3}$ The second moments of these terms have eight summations and it is extremely tedious to get sharp bounds involving eight summations with mixing data. In the proof we try to bound terms by nonnegative terms with a simple structure (i.e., with less summations). Then we only need to compute the expectations of these non-negative terms. For example in the proof of Lemma A.1, using the fact that $k$ is nonnegative together with some other simple tricks, we show that the leading term of $J_{n 1}$ (see Appendix A for definition of $J_{n 1}$ ) is nonnegative and contains only three summations, while in Fan and Li (1996a) they have to compute the second moment of $J_{n 1}$, which involves eight summations (because they did not assume $k$ is nonnegative), in order to evaluate the probability order of $J_{n 1}$. In contrast we only need to compute the expectations of terms with three or four summations (rather than dealing with eight summations). For details see Appendix A.

Theorem 3.1 generalizes the results of Fan and Li (1996a) and Lavergne and Vuong (1996b) of independent observations to the weakly dependent data case. It should be mentioned that Lavergne and Vuong (1996b) also studied the local power property of their proposed test and showed that their test can detect local alternatives that approach the null model at a rate of $\mathrm{O}_{\mathrm{p}}\left(n^{-1 / 2} h^{-d / 4}\right)$. Although I do not study the local power property of the $\hat{J}_{n}^{a}$ test in this paper, I conjecture that the local power property of the $\hat{J}_{n}^{a}$ test is similar to the independent data case as considered by Lavergne and Vuong (1996b), i.e., the $\hat{J}_{n}^{a}$ test can detect local alternatives that approach the null model at a rate of $\mathrm{O}_{\mathrm{p}}\left(n^{-1 / 2} h^{-d / 4}\right)$.

Our Monte Carlo simulations show that the $\widehat{J}_{n}^{a}$ test has substantial finite sample bias which causes the $\widehat{J}_{n}^{a}$ test undersized. For the independent data case, Lavergne and Vuong (1996b) suggested a modified test which has smaller finite

[^2]sample bias than the $\hat{J}_{n}^{a}$ test. To motivate this new test of Lavergne and Vuong (1996b), we substitute Eqs. (4) and (5) into Eq. (6) to get
\[

$$
\begin{equation*}
\hat{J}_{n}^{a}=\frac{1}{n(n-1)^{3} h^{d} a^{2 q}} \sum_{t} \sum_{s \neq t} \sum_{l \neq t} \sum_{k \neq s}\left(Y_{t}-Y_{l}\right)\left(Y_{s}-Y_{k}\right) L_{t l} L_{s k} K_{t s} . \tag{7}
\end{equation*}
$$

\]

The terms of $l=s, l=t$ and $k=t$ may cause finite sample bias for the $\hat{J}_{n}^{a}$ test (since these terms contain squares of the error terms). Subtracting these terms from $\hat{J}_{n}^{a}$ and replacing $n(n-1)^{3}$ by $n^{(4)}=n(n-1)(n-2)(n-3)$ lead to a new test (denotes it by $V_{n}^{a}$ ) with possibly smaller finite sample bias:

$$
\begin{equation*}
V_{n}^{a}=\frac{1}{n^{(4)}}\left\{n(n-1)^{3} \hat{J}_{n}^{a}-n^{(3)} V_{1 n}^{a}-2 n^{(3)} V_{2 n}^{a}\right\}, \tag{8}
\end{equation*}
$$

where $n^{(3)} \equiv n(n-1)(n-2)$, also

$$
\begin{equation*}
V_{1 n}^{a}=\frac{1}{n^{(3)} a^{2 q} h^{d}} \sum \sum_{t \neq s \neq l}\left(Y_{t}-Y_{l}\right)\left(Y_{s}-Y_{l}\right) L_{t l} L_{s l} K_{t s} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{2 n}^{a}=\frac{1}{n^{(3)} a^{2 q} h^{d}} \sum \sum_{t \neq s \neq l} \sum_{t}\left(Y_{t}-Y_{s}\right)\left(Y_{s}-Y_{l}\right) L_{t s} L_{s l} K_{t s} \tag{10}
\end{equation*}
$$

The next corollary shows the $V_{n}^{a}$ test has the same asymptotic distribution as the $\widehat{J}_{n}^{a}$ test.

Corollary 3.2. Under the same conditions as in Theorem 3.1, we have
(i) Under $\mathrm{H}_{0}^{a}, n h^{d / 2} V_{n}^{a} / \hat{\sigma}_{a} \rightarrow \mathrm{~N}(0,1)$ in distribution, where $\hat{\sigma}_{a}^{2}$ is the same as defined in Theorem 3.1.
(ii) Under $\mathrm{H}_{1}^{a}$, $\operatorname{Prob}\left[n n^{d / 2} V_{n}^{a} / \hat{\sigma}_{a}>B_{n}\right] \rightarrow 1$ for any non-stochastic sequence $B_{n}=\mathrm{o}\left(n h^{d / 2}\right)$.

The proof of Corollary 3.2 is given in Appendix A.
Corollary 3.2 shows that the $V_{n}^{a}$ test with weakly dependent data has the same asymptotic distribution as the independent data case considered by Lavergne and Vuong (1996b). However, our assumption that $h^{d} / a^{2 q} \rightarrow 0$ as $n \rightarrow \infty$ (see (A3)(iii)) is stronger than the condition of $h^{d} / a^{q} \rightarrow 0$ (as $n \rightarrow \infty$ ) used by Lavergne and Vuong (1996b). It might be possible to relax the condition (A2)(iii) to the same condition as used in Lavergne and Vuong (1996b) in establishing Corollary 3.2. But I am unable to provide a short proof for this conjecture.

## 4. A test for a partially linear model

In this section we show that the result of the nonparametric significance test of Theorem 3.1 can be used to easily derive the asymptotic distribution for testing a partially linear model.

Using the same notation as introduced in Section 3 (i.e., $\left.X=\left(W^{\prime}, Z^{\prime}\right)^{\prime}\right)$, the null hypothesis of a partially linear regression model is (e.g., Engle et al., 1986; Robinson, 1988; Stock, 1989)

$$
\mathrm{H}_{0}^{b}: \quad \mathrm{E}(Y \mid X)=Z^{\prime} \gamma_{0}+\theta(W) \text { a.e. }
$$

for some $\gamma_{0} \in R^{d-q}$ and some smooth function $\theta(\cdot): R^{q} \rightarrow R$.
Given that the null model of a partially linear model also contains a nonparametric component $\theta(W)$, we present the null hypothesis in the following density-weighted form. Define $U=Y-Z^{\prime} \gamma_{0}-\theta(W)$ and $\varepsilon=U f_{w}(W)$. Then the null hypothesis can also be written as

$$
\mathrm{H}_{0}^{b}: \quad \mathrm{E}(\varepsilon \mid X)=0 \text { a.e. }
$$

The alternative hypothesis is

$$
\mathrm{H}_{1}^{b}: \quad \mathrm{E}(\varepsilon \mid X) \neq 0 \text { on a set with positive measure. }
$$

As in Section 3, we obtain our test statistic by replacing $\varepsilon_{t}=U_{t} f_{w_{t}}$ in $J_{n}$ of Eq. (1) by some estimate of it. We use a two-step method as in Robinson (1988) and Fan and Li (1996c) to estimate $U_{t} f_{w_{i}}$. First we estimate $\gamma_{0}$ by $^{4}$

$$
\begin{equation*}
\hat{\gamma}=S_{(Z-\hat{Z}) \hat{f}_{w}} S_{(Z-\hat{Z}) \hat{f}_{w},(Y-\hat{Y}) \hat{f}_{w}}, \tag{11}
\end{equation*}
$$

where $S_{A \hat{f}_{w}, B \hat{f}_{w}}=n^{-1} \sum_{t} A_{t} \hat{f}_{w_{t}} B_{t}^{\prime} \hat{f}_{w_{t}}$ and $S_{A \hat{f}_{w}}=S_{A \hat{f}_{w}, A \hat{f}_{w}}$. Note that $U_{t}=Y_{t}-$ $\mathrm{E}\left(Y_{t} \mid W_{t}\right)-\left(Z_{t}-\mathrm{E}\left(Z_{t} \mid W_{t}\right)\right)^{\prime} \gamma_{0}$, therefore we estimate $U_{t}$ by $\tilde{U}_{t}=\left(Y_{t}-\hat{Y}_{t}\right)-$ $\left(Z_{t}-\hat{Z}_{t}\right)^{\prime} \hat{\gamma}$, where $\hat{Y}_{t}$ is given in Eq. (4), $\hat{f}_{w_{t}}$ is given in Eq. (5) and $\hat{Z}_{t}=\left(1 /(n-1) a^{q}\right) \sum_{s \neq t} Z_{s} L_{t s} / \hat{f}_{w_{t}}\left(\hat{z}_{t}\right.$ is the kernel estimator of $\left.\mathrm{E}\left(z_{t} \mid w_{t}\right)\right)$. The density

[^3]weighted error $\varepsilon_{t}=U_{t} f_{w_{t}}$ is estimated by $\tilde{U}_{t} \hat{f}_{w_{t}}$. Hence, our test statistic for testing $\mathrm{H}_{0}^{b}$ is
\[

$$
\begin{equation*}
\hat{J}_{n}^{b}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \tilde{U}_{t} \hat{f}_{w_{t}} \tilde{U}_{s} \hat{f}_{w_{s}} K_{t s} . \tag{12}
\end{equation*}
$$

\]

The asymptotic distribution of $\hat{J}_{n}^{b}$ is given in the next theorem.
Theorem 4.1. Let (B1) and (B2) be the same as (A1) and (A2) except that $r(\cdot)$ in (A2) is replaced by $\theta(\cdot)$. Also define $\xi(w)=\mathrm{E}\left(Z_{t} \mid W_{t}=w\right)$. Then under conditions (B1) and (B2), and the assumption that $\xi(\cdot) \in \mathscr{G}_{v}^{4+\delta}$, the following results are true:
(i) Under $\mathrm{H}_{0}^{b}, T_{n}^{b}=n h^{d / 2} I_{n}^{b} / \hat{\sigma}_{b} \rightarrow \mathrm{~N}(0,1)$ in distribution, where $\hat{\sigma}_{b}^{2}=\left(2 / n(n-1) h^{d}\right)$ $\sum_{t} \sum_{s \neq t} \tilde{U}_{t}^{2} \hat{f}_{w_{t}}^{2} \tilde{U}_{s}^{2} \hat{f}_{w_{s}}^{2} K_{t s}^{2}$ with $\tilde{U}_{t}=Y_{t}-\hat{Y}_{t}-\left(Z_{t}-\hat{Z}_{t}\right)^{\prime} \hat{\gamma}$.
(ii) Under $\mathrm{H}_{1}^{b}, \operatorname{Prob}\left[T_{n}^{b}>B_{n}\right] \rightarrow 1$ for any non-stochastic sequence $B_{n}=\mathrm{o}\left(n h^{d / 2}\right)$.

Proof. We only prove (i) here since the proof of (ii) is much easier than that of (i). First,

$$
\begin{align*}
\tilde{U}_{t} \hat{f}_{w_{t}} & =\left[\left(Y_{t}-\hat{Y}_{t}\right)-\left(Z_{t}-\hat{Z}_{t}\right)^{\prime} \gamma_{0}\right] \hat{f}_{w_{t}}-\left(Z_{t}-\hat{Z}_{t}\right)^{\prime}\left(\hat{\gamma}-\gamma_{0}\right) \hat{f}_{w_{t}} \\
& =\left[\left(\theta_{t}-\hat{\theta}_{t}\right)+U_{t}-\hat{U}_{t}\right] \hat{w}_{w_{t}}-\left(Z_{t}-\hat{Z}_{t}\right)^{\prime}\left(\hat{\gamma}-\gamma_{0}\right) \hat{f}_{w_{t}} \\
& \equiv \bar{U}_{t} \hat{w}_{w_{t}}-\left(Z_{t}-\hat{Z}_{t}\right)^{\prime}\left(\hat{\gamma}-\gamma_{0}\right) \hat{f}_{w_{t}}, \tag{13}
\end{align*}
$$

where $\bar{U}_{t}=\left(\theta_{t}-\hat{\theta}_{t}\right)+U_{t}-\hat{U}_{t}, \theta_{t}=\theta\left(W_{t}\right), \hat{\theta}_{t}=\left(1 /(n-1) a^{q}\right) \sum_{s \neq t} \theta_{s} L_{t s} / \hat{f}_{w_{t}}$ and $\hat{U}_{t}=\left(1 /(n-1) a^{q}\right) \sum_{s \neq t} U_{s} L_{t s} / \hat{f}_{w_{t}}$. Substituting Eq. (13) into Eq. (12), we get

$$
\begin{align*}
\hat{J}_{n}^{b}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \bar{U}_{t} \hat{f}_{w_{t}} \bar{U}_{s} \hat{f}_{w_{s}} K_{t s} \\
& -\frac{2}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \bar{U}_{t} \hat{f}_{w_{t}}\left(Z_{s}-\hat{Z}_{s}\right) \hat{\mathcal{F}}_{w_{s}} K_{t s}\left(\hat{\gamma}-\gamma_{0}\right) \\
& +\left(\hat{\gamma}-\gamma_{0}\right)^{\prime} \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left(Z_{t}-\hat{Z}_{t}\right) \hat{w}_{w_{t}}\left(Z_{s}-\hat{Z}_{s}\right) \hat{\mathcal{F}}_{w_{s}} K_{t s}\left(\hat{\gamma}-\gamma_{0}\right) \\
\equiv & J_{1 n}-2\left(\hat{\gamma}-\gamma_{0}\right) J_{2 n}+\left(\hat{\gamma}-\gamma_{0}\right)^{\prime} J_{3 n}\left(\hat{\gamma}-\gamma_{0}\right), \text { say. } \tag{14}
\end{align*}
$$

Note that $J_{1 n}$ can be obtained by replacing $r_{t}$ by $\theta_{t}$ in $\hat{J}_{n}^{a}$ (see Eq. (A.1) of Appendix A). Hence by the result of Theorem 3.1, we know that $n h^{d / 2} J_{1 n} / \hat{\sigma}_{b} \rightarrow \mathrm{~N}(0,1)$ in distribution.

It remains to show the last two terms on the right-hand side of Eq. (14) are both $\mathrm{o}_{\mathrm{p}}\left(\left(n n^{d / 2}\right)^{-1}\right)$. Recall that $\xi_{t}=\mathrm{E}\left(Z_{t} \mid W_{t}\right)$ and define $\eta_{t}=Z_{t}-\xi_{t}$, we have

$$
\begin{aligned}
J_{2 n}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \bar{U}_{t} \hat{f}_{w_{t}}\left(Z_{s}-\hat{Z}_{s}\right) \hat{f}_{w_{s}} K_{t s} \\
= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left[\left(\theta_{t}-\hat{\theta}_{t}\right)+U_{t}-\hat{U}_{t}\right] \\
& \times \hat{f}_{w_{t}}\left[\left(\xi_{s}-\hat{\xi}_{s}\right)+\eta_{s}-\hat{\eta}_{s}\right] \hat{f}_{w_{s}} K_{t s} .
\end{aligned}
$$

Comparing the above expression of $J_{2 n}$ with $J_{1 n}$, one can easily see that all the terms in $J_{2 n}$ is $\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$ except $J_{2 n, 1} \equiv\left(1 / n(n-1) h^{d}\right) \sum_{t} \sum_{s \neq t} U_{t} \eta_{s} K_{t s}$. $J_{2 n, 1}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d}\right)^{-1 / 2}\right)$ by Lemma A. 1 of Hsiao and Li (1997). Hence, $\left(\hat{\gamma}-\gamma_{0}\right) J_{2 n}=\mathrm{O}_{\mathrm{p}}\left(n^{-1 / 2}\right) \mathrm{o}_{\mathrm{p}}\left(\left(n h^{d}\right)^{-1 / 2}\right)=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$ because $\hat{\gamma}-\gamma_{0}=\mathrm{O}_{\mathrm{p}}\left(n^{-1 / 2}\right)$ by Theorem 2.1 of Fan and Li (1996c).

Finally, $\quad J_{3 n}=\left(1 / n(n-1) h^{d}\right) \sum_{t} \sum_{s \neq t}\left[\left(\xi_{t}-\hat{\xi}_{t}\right)+\eta_{t}-\hat{\eta}_{t}\right]^{\prime} \hat{w}_{w}\left[\left(\xi_{s}-\hat{\xi}_{s}\right)+\right.$ $\left.\eta_{s}-\hat{\eta}_{s}\right] \hat{f}_{w_{s}} K_{t s}$. Compare $J_{3 n}$ with $J_{1 n}$, one can easily see that $J_{3 n}=\left(1 / n(n-1) h^{d}\right)$ $\sum_{t} \sum_{s \neq t} \eta_{t} \eta_{s} K_{t s}+\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)=\mathrm{O}_{\mathrm{p}}(1)$. $\quad$ Hence, $\quad\left(\hat{\gamma}-\gamma_{0}\right)^{\prime} J_{3 n}\left(\hat{\gamma}-\gamma_{0}\right)=$ $\mathrm{O}_{\mathrm{p}}\left(n^{-1 / 2}\right) \mathrm{O}_{\mathrm{p}}(1) \mathrm{O}_{\mathrm{p}}\left(n^{-1 / 2}\right)=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$. This finishes the proof of Theorem 4.1(i).

Similar to the $V_{n}^{a}$ test of Section 3. One can also define an asymptotically equivalent (and possibly has less bias in finite samples) test $V_{n}^{b}$ as follows.

First note that $\hat{J}_{n}^{b}$ can be written as

$$
\begin{align*}
\hat{J}_{n}^{b}= & \frac{1}{n(n-1)^{3} h^{d} a^{2 q}} \sum_{t} \sum_{s \neq t} \sum_{l \neq t} \sum_{k \neq s}\left[\left(Y_{t}-Y_{l}\right)-\left(Z_{t}-Z_{l}\right) \hat{\gamma}\right] \\
& \times\left[\left(Y_{s}-Y_{k}\right)-\left(Z_{s}-Z_{k} \hat{\gamma}\right] L_{t l} L_{s k} K_{t s} .\right. \tag{15}
\end{align*}
$$

Removing the terms of $l=k, l=s$ and $k=t$ in Eq. (15) and also replacing $n(n-1)^{3}$ by $n^{(4)}=n(n-1)(n-2)(n-3)$ leads to

$$
\begin{equation*}
V_{n}^{b}=\frac{1}{n^{(4)}}\left\{n(n-1)^{3} \hat{J}_{n}^{b}-n^{(3)} V_{1 n}^{b}-2 n^{(3)} V_{2 n}^{b}\right\}, \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
V_{1 n}^{b}= & \frac{1}{n^{(3)}} \sum \sum_{t \neq s \neq l} \sum_{t}\left[\left(Y_{t}-Y_{l}\right)-\left(Z_{t}-Z_{l}\right) \hat{\gamma}\right] \\
& \times\left[\left(Y_{s}-Y_{l}\right)-\left(Z_{s}-Z_{l}\right) \hat{\gamma}\right] L_{t l} L_{s l} K_{t s} \tag{17}
\end{align*}
$$

with $n^{(3)}=n(n-1)(n-2)$ and

$$
\begin{align*}
V_{2 n}^{b}= & \frac{1}{n^{(3)}} \sum \sum_{t \neq s \neq l}\left[\sum_{t}\left[\left(Y_{t}-Y_{s}\right)-\left(Z_{t}-Z_{s}\right) \hat{\gamma}\right]\right. \\
& \times\left[\left(Y_{s}-Y_{l}\right)-\left(Z_{s}-Z_{l}\right) \hat{\gamma}\right] L_{t s} L_{s l} K_{t s} \tag{18}
\end{align*}
$$

From Theorem 4.1, we immediately have the following corollary.

Corollary 4.2. Under the same conditions as in Theorem 4.1, we have
(i) Under $\mathrm{H}_{0}^{b}, n h^{d / 2} V_{n}^{b} / \hat{\sigma}_{b} \rightarrow \mathrm{~N}(0,1)$ in distribution, where $\hat{\sigma}_{b}^{2}$ is the same as defined in Theorem 4.1.
(ii) Under $\mathrm{H}_{1}^{b}$, $\operatorname{Prob}\left[n h^{d / 2} V_{n}^{b} / \hat{\sigma}_{b}>B_{n}\right] \rightarrow 1$ for any non-stochastic sequence $B_{n}=\mathrm{o}\left(n h^{d / 2}\right)$.

The proof of Corollary 4.2 is similar to the proof of Corollary 3.2 except that one needs to cite the result of Theorem 4.1 rather than the result of Theorem 3.1. Therefore the proof for Corollary 4.2 is omitted here.

## 5. Extensions: Some additional hypotheses testing problems

In this paper we propose a general framework for consistent testing time-series econometric models. We present a general methodology in Section 2 and apply it to construct a consistent test for omitted variables and a consistent test for partially linear model, both with weakly dependent observations. The test statistics are shown to have asymptotic normal distributions under their respective null hypotheses. Using the technical lemmas provided in this paper, one can easily derive asymptotic distributions of other consistent tests for time-series non-parametric or semiparametric econometric models. We give two more examples in this section to illustrate this point but due to space limitation, we will only provide a proof for the first example.

### 5.1. A test for portfolio conditional mean-variance efficiency

The first example is testing for portfolio conditional mean-variance efficiency as considered by Chen and Fan (1997), see also Gibbons and Ferson (1985), Gibbons et al. (1989), Cochrane (1996) and Wang (1997). Let $r_{m, t+1}$ be the return on the portfolio $m$ in excess of the riskless rate, and $r_{t+1}$ be a $p \times 1$ vector of excess returns of the other assets. The null hypothesis that the portfolio $m$ is conditional mean-variance efficient if

$$
\begin{equation*}
\mathrm{E}\left[r_{t+1} \mid \mathscr{F}_{t}\right]=\mathrm{E}\left[r_{m, t+1} \mid \mathscr{F}_{t}\right] \frac{\operatorname{cov}\left(r_{t+1}, r_{m, t+1} \mid \mathscr{F}_{t}\right)}{\operatorname{var}\left(r_{m, t+1} \mid \mathscr{F}_{t}\right)} \tag{19}
\end{equation*}
$$

where $\mathscr{F}_{t}$ is the sigma field generated by all the state variables up to period $t$. Under Markovian assumptions on the processes $r_{t}$ and $r_{m, t}$, Eq. (19) is equivalent to

$$
\begin{equation*}
\mathrm{E}\left[r_{t+1} \mid X_{t}\right]=\mathrm{E}\left[r_{m, t+1} \mid X_{t}\right] \frac{\operatorname{cov}\left(r_{t+1}, r_{m, t+1} \mid X_{t}\right)}{\operatorname{var}\left(r_{m, t+1} \mid X_{t}\right)}, \quad \text { a.e. } \tag{20}
\end{equation*}
$$

for some $d \times 1$ vector $X_{t}$. Eq. (20) can also be written as

$$
\begin{equation*}
\mathrm{H}_{0}^{\mathrm{c}}: \quad \mathrm{E}\left\{\left(\mathrm{E}\left[r_{m, t+1}^{2} \mid X_{t}\right]-\mathrm{E}\left[r_{m, t+1} \mid X_{t}\right] r_{m, t+1}\right) r_{t+1} \mid X_{t}\right\}=0 \quad \text { a.e. } \tag{21}
\end{equation*}
$$

as considered by Chen and $\operatorname{Fan}$ (1997). If we define $U_{t}=\left(\mathrm{E}\left[r_{m, t+1}^{2} \mid X_{t}\right]-\right.$ $\left.\mathrm{E}\left[r_{m, t+1} \mid X_{t}\right] r_{m, t+1}\right) r_{t+1}$, then $\mathrm{H}_{0}^{c}$ is just $\mathrm{E}\left(U_{t} \mid X_{t}\right)=0$ a.e. To avoid the random denominator problem in the kernel estimation, we can equivalently test: $\mathrm{E}\left(\varepsilon_{t} \mid X_{t}\right)=0$ a.e. for $\varepsilon_{t}=U_{t} f\left(X_{t}\right)$. Note that this testing problem is slightly different from the earlier ones in that (i) $U_{t}$ is a $p \times 1$ vector rather than a scalar, and (ii) $W_{t}=X_{t}$ rather than $W_{t}$ is a proper subset of $X_{t}$. Nevertheless the testing procedure is still the same. Let $\tilde{U}_{t}$ be the kernel-based estimator of $U_{t}$, i.e., $\tilde{U}_{t}$ is obtained from $U_{t}$ with $\mathrm{E}\left[r_{m, t+1}^{2} \mid X_{t}\right]$ and $\mathrm{E}\left[r_{m, t+1} \mid X_{t}\right]$ replaced by their corresponding kernel estimators $\hat{\mathrm{E}}\left[r_{m, t+1}^{2} \mid X_{t}\right]$ and $\hat{\mathrm{E}}\left[r_{m, t+1} \mid X_{t}\right]$, respectively, where

$$
\begin{equation*}
\widehat{\mathrm{E}}\left[r_{m, t+1}^{2} \mid X_{t}\right]=\frac{1}{(n-1) a^{d}} \sum_{l \neq t} r_{m, l+1}^{2} L\left(\left(X_{t}-X_{l}\right) / a\right) / \tilde{f}_{t} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\mathrm{E}}\left[r_{m, t+1} \mid X_{t}\right]=\frac{1}{(n-1) a^{d}} \sum_{l \neq t} r_{m, l+1} L\left(\left(X_{t}-X_{l}\right) / a\right) / \tilde{f}_{t} \tag{23}
\end{equation*}
$$

with $\tilde{f}_{t}$ being the kernel estimator of $f\left(X_{t}\right)$ :

$$
\begin{equation*}
\tilde{f}_{t}=\frac{1}{(n-1) a^{d}} \sum_{l \neq t} L\left(\left(X_{t}-X_{l}\right) / a\right) . \tag{24}
\end{equation*}
$$

Then a feasible test statistic for $\mathrm{H}_{0}^{c}$ is given by a $p \times 1$ vector $\hat{J}_{n}^{c}$,

$$
\begin{equation*}
\hat{J}_{n}^{c}=\left(\hat{J}_{n 1}^{c}, \hat{J}_{n 2}^{c}, \ldots, \hat{J}_{n p}^{c}\right)^{\prime} \tag{25}
\end{equation*}
$$

where the $i$ th component of $J_{n}^{c}$ is given by

$$
\begin{equation*}
\hat{J}_{n i}^{c}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \tilde{U}_{i t} \tilde{f}_{t} \tilde{U}_{i s} \tilde{f}_{s} K_{t s}, \quad(i=1, \ldots, p), \tag{26}
\end{equation*}
$$

$\tilde{U}_{i t}$ is the $i$ th component of $\tilde{U}_{t}$ and $K_{t s}=K\left(\left(X_{t}-X_{s}\right) / h\right)$.
Define $g_{(1)}(x)=\mathrm{E}\left(r_{m, t+1} \mid X_{t}=x\right)$ and $g_{(2)}(x)=\mathrm{E}\left(r_{m, t+1}^{2} \mid X_{t}=x\right)$. The following assumptions will be used to derive the asymptotic distribution of $\hat{J}_{n}^{c}$.

Let ( C 1 ) be same as (A1) with the following changes: (i) $W_{t}=X_{t}$ rather than $W_{t}$ is a subvector of $X_{t}$, (ii) $r(.) \in \mathscr{G}_{v}^{4+\eta}$ in (A1) is replaced by $g_{(1)}(\cdot) \in \mathscr{G}_{v}^{4+\eta}$ and $g_{(2)}(\cdot) \in \mathscr{G}_{v}^{4+\eta}$. Let (C2) be the same as (A2) except that the condition $h^{d} / a^{2 q} \rightarrow 0$ is replaced by $h^{d} / a^{2 d} \rightarrow 0$, or equivalently, $h / a^{2} \rightarrow 0$.

Theorem 5.1. Under (C1) and (C2) as described above. The following results hold:
(i) Under $\mathbf{H}_{0}^{c}, T_{n}^{c} \stackrel{\text { def }}{=} n^{2} h^{d}\left(\hat{J}_{n}^{c}\right)^{\prime}\left(\hat{\Omega}_{c}\right)^{-1} \hat{J}_{n}^{c} \rightarrow \chi^{2}(p)$ in distribution, where $\hat{\Omega}_{c}$ is a $p \times p$ matrix with its (i,j)th element given by $\left(\hat{\Omega}_{c}\right)_{i j}=\left(2 / n(n-1) h^{d}\right)$ $\sum_{t} \sum_{s \neq t} \tilde{U}_{i t}^{2} \tilde{f}_{t}^{2} \tilde{U}_{j s}^{2} \tilde{J}_{s}^{2} K_{t s}^{2}$.
Note that $\hat{\Omega}_{c}$ is a consistent estimator of $\Omega_{c}$, where the ijth element of $\Omega_{c}$ is $\left(\Omega_{c}\right)_{i j}=2\left\{\mathrm{E}\left[\sigma_{i j}^{4}\left(X_{t}\right) f^{3}\left(X_{t}\right)\right]\right\}\left\{\left\{K^{2}(z) \mathrm{d} z\right\}\right.$ with $\sigma_{i j}^{2}\left(X_{t}\right)=\mathrm{E}\left(U_{i t} U_{j t} \mid X_{t}\right)$.
(ii) If $\mathrm{H}_{0}^{c}$ is false, $\operatorname{Prob}\left[T_{n}^{c}>B_{n}\right] \rightarrow 1$ for any non-stochastic sequence $B_{n}=\mathrm{o}\left(n h^{d / 2}\right)$.

The proof of Theorem 5.1 is given in the Appendix B. Here we provide some intuitions as why one should expect that Theorem 5.1(i) is true.

Using similar arguments as in the proof of Theorem 3.1(i), one can show that $\hat{J}_{n i}^{c}=J_{n i}^{c}+\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$, where

$$
\begin{equation*}
J_{n i}^{c}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} U_{i t} f\left(X_{t}\right) U_{i s} f\left(X_{s}\right) K_{t s} . \tag{27}
\end{equation*}
$$

Lemma 2.1 implies that $n h^{d / 2} J_{n i}^{c} \rightarrow \mathrm{~N}\left(0,\left(\Omega_{c}\right)_{i i}\right)$ in distribution under $\mathrm{H}_{0}^{c}$, where $\left(\Omega_{c}\right)_{i i}$ is the $i$ th diagonal element of $\Omega_{c}$ as given in Theorem 5.1. Also it is straightforward to show that $\operatorname{cov}\left(n h^{d / 2} \hat{J}_{n i}^{c}, n h^{d / 2} \hat{J}_{n j}^{c}\right)=\left(\Omega_{c}\right)_{i j}+o(1)$. Then by Cramer-Wold device, one can show that $n h^{d / 2} \hat{J}_{n}^{c} \rightarrow \mathrm{~N}\left(0, \Omega_{c}\right)$. Theorem 5.1(i) follows because $\hat{\Omega}_{c}=\Omega_{c}+o_{\mathrm{p}}(1)$.

As pointed out by a referee, the $\chi^{2}$ statistic $T_{n}^{c}$ given in Theorem 5.1 is a two-sided test, it will reject the null when each of the components of $\hat{J}_{n}^{c}$ take large enough negative values, which asymptotically can occur only under the null. Therefore the $T_{n}^{c}$ test is less powerful than some properly constructed one-sided test. Gourieroux et al. (1982) provide a general approach on linear model specification testing with inequality constraints and showed that such tests usually have mixed (weighted) $\chi^{2}$ distributions. The weights of the mixed $\chi^{2}$ statistics are in general quite complex and some simulations methods may be needed to compute the weights numerically. The approach of Gourieroux et al. (1982) method should be useful in our context in constructing some more powerful one-sided tests against $\mathrm{H}_{0}^{c}$. However, the asymptotic analysis of such one-sided tests will be quite complex since our null model contains nonparametric components. Therefore this issue is left for possible future research.

### 5.2. A test for a semiparametric single index model

In the second extension we consider the problem of testing a semiparametric single index model. The null hypothesis is

$$
\mathrm{H}_{0}^{d}: \mathrm{E}(Y \mid X)=g\left(X^{\prime} \alpha_{0}\right) \quad \text { a.e. }
$$

for some smooth but unknown function $g(\cdot)$, where $\alpha_{0}$ is $d \times 1$ unknown parameter. Let $U_{t}=Y_{t}-g\left(X_{t}^{\prime} \alpha_{0}\right)$ and $f_{v}(\cdot)$ be the density function of the univariate variable $V_{t}=X_{t}^{\prime} \alpha_{0}$. Then $\mathrm{H}_{0}^{d}$ is equivalent to $\mathrm{E}\left(U_{t} f_{v}\left(V_{t}\right) \mid X_{t}\right)=0$ a.e., a form of the conditional moment test discussed in Section 2. Denotes $\hat{f}_{v_{t}}=(n a)^{-1} \sum_{i \neq t} L\left(\left(X_{t}-X_{i}\right)^{\prime} \hat{\alpha} / a\right)$, the kernel estimator of $f_{v}\left(V_{t}\right)$, where $\hat{\alpha}$ is a $\sqrt{n}$ consistent estimator of $\alpha_{0}$ under $\mathrm{H}_{0}^{c}$ (e.g., Powell et al., 1989). One can estimate $U_{t}$ by $\tilde{U}_{t}=Y_{t}-\hat{\mathrm{E}}\left(Y_{t} \mid X_{t}^{\prime} \hat{\alpha}\right)$, where $\hat{\mathrm{E}}\left(Y_{t} \mid X_{t}^{\prime} \hat{\alpha}\right)=(n a)^{-1} \sum_{i \neq t} Y_{i} L\left(\left(X_{t}-X_{i}\right)^{\prime} \hat{\alpha} / a\right) \mid \hat{v}_{v_{t}}$ is the kernel estimator of $\mathrm{E}\left(Y_{t} \mid X_{t}^{\prime} \alpha_{0}\right)$. Then a feasible test statistic for $\mathrm{H}_{0}^{d}$ is given by

$$
\hat{J}_{n}^{d}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \tilde{U}_{t} \hat{v}_{v} \tilde{U}_{s} \hat{J}_{v_{s}} K_{t s},
$$

where $K_{t s}=K\left(\left(X_{t}-X_{s}\right) / h\right)$. Under some regularity conditions similar to those as given in Power et al. (1989), and the conditions of Theorem 4.2 of

Fan and $\operatorname{Li}$ (1996a), one should be able to show that the leading term of $\widehat{J}_{n}^{d}$ is $J_{n}^{d}$ given by

$$
\begin{equation*}
J_{n}^{d}=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} U_{t} f_{v_{t}} U_{s} f_{v_{s}} K_{t s} \tag{28}
\end{equation*}
$$

where $f_{v_{t}}=f_{v}\left(V_{t}\right)$. Using Lemma 2.1, we immediately have $n h^{d / 2} J_{n}^{d} / \hat{\sigma}_{d} \rightarrow \mathrm{~N}(0,1)$ in distribution under $\mathrm{H}_{0}^{d}$, where $\hat{\sigma}_{d}^{2}=\left(2 / n(n-1) h^{d}\right) \sum_{t} \sum_{s \neq t} \tilde{U}_{t}^{2} \hat{f}_{v_{t}}^{2} \tilde{U}_{s}^{2} \hat{f}_{v_{s}}^{2} K_{t s}^{2}$ is a consistent estimator of $\sigma_{d}^{2}=2\left\{\mathrm{E}\left[\sigma_{u}^{4}\left(X_{t}\right) f_{v}^{2}\left(V_{t}\right) f\left(X_{t}\right)\right]\right\}\left\{\int K^{2}(z) \mathrm{d} z\right\}$. This results in $n h^{d / 2} \hat{J}_{n}^{d} / \hat{\sigma}_{d} \rightarrow \mathrm{~N}(0,1)$ in distribution under $\mathrm{H}_{0}^{d}$, provided one can show that $\hat{J}_{n}^{d}-J_{n}^{d}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$. While I conjecture that $\hat{J}_{n}^{d}-J_{n}^{d}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$ under some regularity conditions, I am unable to provide a simple (short) proof for this result.

## 6. Monte Carlo results

In this section we report some Monte Carlo simulation results to examine the finite sample performances of the nonparametric significance tests of $\widehat{J}_{n}^{a}$ and $V_{n}^{a}$, and the $\hat{J}_{n}^{b}$ and $V_{n}^{b}$ tests for a partially linear specification.

### 6.1. The case of the non-parametric significant test

To study the size and power properties of the $\hat{J}_{n}^{a}$ and $V_{n}^{a}$ tests, we use the following data generating processes (DGP):

$$
\begin{aligned}
& \text { DGP1: } Y_{t}=W_{t}+0.5 W_{t}^{2}+U_{t} \\
& \text { DGP2: } Y_{t}=W_{t}+0.5 W_{t}^{2}+\alpha_{1} Z_{t}+\alpha_{2} Z_{t}^{2}+U_{t} \\
& \text { DGP3: } Y_{t}=0.5 Y_{t-1}+U_{t}
\end{aligned}
$$

$$
\text { DGP4: } Y_{t}=0.5 Y_{t-1}+\alpha_{3} Z_{t}+\alpha_{4} Z_{t}^{2}+U_{t}
$$

where $W_{t}=0.5 W_{t-1}+V_{t}, Z_{t}=0.5 Z_{t-1}+\eta_{t}, U_{t}, V_{t}$ and $\eta_{t}$ are independent processes and all of them are i.i.d. $\mathrm{N}(0,1)$. DGP1 is the null model $\left(\mathrm{H}_{0}^{a}\right)$ with $\mathrm{E}\left(Y_{t} \mid W_{t}\right)=\mathrm{E}\left(Y_{t} \mid W_{t}, Z_{t}\right)$. DGP2 is an alternative model $\left(\mathrm{H}_{1}^{a}\right)$. We consider two different cases for DGP2: case (i), $\left(\alpha_{1}, \alpha_{2}\right)=(0.5 \sqrt{32 / 12}, 0)$; and case (ii), $\left(\alpha_{1}, \alpha_{2}\right)=(0,0.5)$. Under the above choices of $\alpha_{1}$ and $\alpha_{2}$, we have $\operatorname{var}\left(\alpha_{1} Z_{t}\right)=\operatorname{var}\left(\alpha_{2} Z_{t}^{2}\right)$, so that case (i) and case (ii) have the similar deviations from the null model. Similarly, DGP3 is a null model with
$\mathrm{E}\left(Y_{t} \mid Y_{t-1}\right)=\mathrm{E}\left(Y_{t} \mid Y_{t-1}, Z_{t}\right)$, and DGP4 is an alternative model and we also consider two different cases for DGP4: case (i), $\left(\alpha_{3}, \alpha_{4}\right)=(0.5 \sqrt{4 / 3}, 0)$; and case (ii), $\left(\alpha_{3}, \alpha_{4}\right)=(0,0.5)$.

We use standard normal kernel functions for both $L(\cdot)$ and $K(\cdot)$ with smoothing parameters chosen via $a_{w}=w_{s d} n^{-1 / 5}, h_{w}=c w_{s d} n^{-1 / 4}$ and $h_{z}=c z_{s d} n^{-1 / 4}$ for DGP1 and DGP2; $a_{y}=y_{-1, s d} n^{-1 / 5}, h_{y}=c y_{-1, s d} n^{-1 / 4}$ and $h_{z}=c z_{s d} n^{-1 / 4}$ for DGP3 and DGP4, where $w_{s d}, z_{s d}$ and $y_{-1, s d}$ are sample standard deviations of $\left\{W_{t}\right\}_{t=1}^{n},\left\{Z_{t}\right\}_{t=1}^{n}$ and $\left\{Y_{t-1}\right\}_{t=2}^{n}$, respectively. The smoothing parameter $a$ is associated with kernel $L(\cdot)$ that is used for estimating the (restricted) null model and $h$ is the smoothing parameter associated with kernel $K(\cdot)$. The above choices of $a$ and $h$ satisfy condition (A2) of Theorem 3.1. To check the sensitivity of our tests with respect to different values of $a$ and $h$. We fixed the value of $a$ and change $h$ via different values of $c$ : we use $c=0.25,0.5,1,2$. The number of replications is 2000 for all cases.

Estimated sizes of the $\widehat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests (for DGP1) based on asymptotic one-sided normal critical values are reported in Tables 1 and 2, respectively.

From Table 1 we observe that the estimated sizes for the $\widehat{J}_{n}^{a}$ test under estimates the nominal sizes for all cases considered. The results does suggest that as $n$ increases, the estimated sizes convergent to their nominal sizes although at a fairly slow rate. The estimated sizes are closer to their nominal sizes for smaller values of $c$ (for the range of $c$ values considered). This result can be explained by the fact that the rate our test converges to a standard normal variate (under $\mathrm{H}_{0}^{a}$ ) is $\mathrm{O}_{\mathrm{p}}\left(n h^{d / 2}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)\right)=\mathrm{O}_{\mathrm{p}}\left(n h\left(a^{4}+(n a)^{-1}\right)\right)$. Hence, for a fixed value of $n$ and $a$, a smaller $h$ (i.e., smaller $c$ ) will lead to a smaller error in the normal approximation. But this does not mean that one should use a very small value of $h$ in practice. Because too small a $h$ may cause the kernel estimation to be inaccurate and more importantly, under $\mathrm{H}_{1}^{a}$, our test diverges to $+\infty$ at the rate of $\left(n h^{d / 2}\right)$, too small a $h$ will make the test not powerful (this is confirmed in our simulations, see Tables 3 and 4).

Table 2 shows that the estimated sizes for the $V_{n}^{a}$ test are closer to their nominal values than the $\hat{J}_{n}^{a}$ test of Table 1 . In contrast to the negative bias of $\hat{J}_{n}^{a}, V_{n}^{a}$ test has positive (finite sample) bias which makes the $\hat{V}_{n}^{a}$ oversized for most cases for $0.25 \leqslant c \leqslant 1$. For $c=2$, $V_{n}^{a}$ is undersized mainly because its standard deviation is significantly less than one.

Table 3 gives the estimated powers of the $\widehat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests for DGP2. The results show that for most cases, the power of $V_{n}^{a}$ dominates the power of $\widehat{J}_{n}^{a}$. This is because the $\widehat{J}_{n}^{a}$ is undersized under $\mathrm{H}_{0}^{a}$. Therefore, this will hurt the finite sample power of $\widehat{J}_{n}^{a}$ under $\mathrm{H}_{1}^{a}$. In general, both the $\widehat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests are quite powerful in detecting alternatives of case (i) and case (ii) of DGP2 as they should since our nonparametric tests are consistent tests.

An interesting fact is that for all cases considered in Table 3, and for $c$ values between 0.5 and 2, the higher value is the smoothing parameter $h$ (i.e, higher value of $c$ ), the higher are the powers of the $\hat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests. This result can be

Table 1
Size of $\hat{J}_{n}^{a}$ (DGP1)

| $n$ | $c=0.25$ |  |  | $c=0.5$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.002 | 0.032 | 0.083 | $\begin{array}{r} -0.154 \\ (0.981) \end{array}$ | 0.008 | 0.034 | 0.062 | $\begin{array}{r} -0.239 \\ (0.944) \end{array}$ |
| 100 | 0.004 | 0.043 | 0.094 | $\begin{array}{r} -0.102 \\ (0.981) \end{array}$ | 0.009 | 0.045 | 0.073 | $\begin{array}{r} -0.220 \\ (0.969) \end{array}$ |
| 200 | 0.007 | 0.042 | 0.095 | $\begin{array}{r} -0.101 \\ (1.00) \end{array}$ | 0.011 | 0.032 | 0.078 | $\begin{array}{r} -0.191 \\ (0.973) \end{array}$ |
| 500 | 0.006 | 0.043 | 0.078 | $\begin{array}{r} -0.125 \\ (0.986) \end{array}$ | 0.009 | 0.036 | 0.067 | $\begin{array}{r} -0.209 \\ (0.953) \end{array}$ |
| 1000 | 0.009 | 0.043 | 0.083 | $\begin{array}{r} -0.062 \\ (0.986) \end{array}$ | 0.011 | 0.036 | 0.072 | $\begin{array}{r} -0.190 \\ (0.966) \end{array}$ |
|  | $c=1$ |  |  |  | $c=2$ |  |  |  |
|  | 1\% | 5\% | 10\% | mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.007 | 0.021 | 0.043 | $\begin{array}{r} -0.381 \\ (0.852) \end{array}$ | 0.003 | 0.005 | 0.010 | $\begin{array}{r} -0.527 \\ (0.606) \end{array}$ |
| 100 | 0.006 | 0.024 | 0.047 | $\begin{array}{r} -0.358 \\ (0.855) \end{array}$ | 0.004 | 0.015 | 0.024 | $\begin{array}{r} -0.404 \\ (0.678) \end{array}$ |
| 200 | 0.008 | 0.029 | 0.052 | $\begin{array}{r} -0.309 \\ (0.893) \end{array}$ | 0.005 | 0.014 | 0.025 | $\begin{array}{r} -0.361 \\ (0.705) \end{array}$ |
| 500 | 0.007 | 0.028 | 0.058 | $\begin{array}{r} -0.291 \\ (0.908) \end{array}$ | 0.005 | 0.019 | 0.036 | $\begin{array}{r} -0.297 \\ (0.736) \end{array}$ |
| 1000 | 0.009 | 0.025 | 0.048 | $\begin{array}{r} -0.260 \\ (0.882) \end{array}$ | 0.006 | 0.020 | 0.038 | $\begin{array}{r} -0.278 \\ (0.768) \end{array}$ |

Table 2
Size of $V_{n}^{a}$ (DGP1)

| $n$ | $c=0.25$ |  |  |  | $c=0.5$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.002 | 0.039 | 0.106 | 0.046 (0.915) | 0.006 | 0.043 | 0.094 | 0.056 (0.871) |
| 100 | 0.007 | 0.061 | 0.117 | 0.090 (0.961) | 0.015 | 0.063 | 0.120 | 0.143 (0.932) |
| 200 | 0.010 | 0.059 | 0.120 | 0.082 (0.959) | 0.017 | 0.067 | 0.118 | 0.117 (0.939) |
|  | $c=1$ |  |  |  | $c=2$ |  |  |  |
|  | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.010 | 0.042 | 0.082 | 0.114 (0.773) | 0.005 | 0.020 | 0.048 | 0.151 (0.577) |
| 100 | 0.022 | 0.063 | 0.114 | 0.230 (0.855) | 0.014 | 0.038 | 0.072 | 0.286 (0.660) |
| 200 | 0.018 | 0.060 | 0.116 | 0.221 (0.856) | 0.013 | 0.049 | 0.087 | 0.264 (0.694) |

Table 3
Power for DGP2

| Test | $n$ | $c=0.25$ |  |  | $c=0.5$ |  |  | $c=1$ |  |  | $c=2$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% |
| Case (i) of DGP2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\widehat{J}_{n}^{a}$ | 50 | 0.027 | 0.199 | 0.364 | 0.227 | 0.461 | 0.578 | 0.581 | 0.746 | 0.811 | 0.779 | 0.891 | 0.925 |
| $V_{n}^{a}$ | 50 | 0.027 | 0.224 | 0.405 | 0.262 | 0.518 | 0.642 | 0.651 | 0.804 | 0.885 | 0.863 | 0.941 | 0.975 |
| $\widehat{J}_{n}^{a}$ | 100 | 0.179 | 0.457 | 0.606 | 0.626 | 0.811 | 0.894 | 0.940 | 0.979 | 0.987 | 0.989 | 0.995 | 0.997 |
| $V_{n}^{a}$ | 100 | 0.191 | 0.481 | 0.635 | 0.671 | 0.855 | 0.917 | 0.959 | 0.987 | 0.992 | 0.993 | 0.997 | 0.998 |
| Case (ii) of DGP2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\widehat{J}_{n}^{a}$ | 50 | 0.022 | 0.174 | 0.316 | 0.181 | 0.391 | 0.506 | 0.438 | 0.613 | 0.694 | 0.495 | 0.663 | 0.735 |
| $V_{n}^{a}$ | 50 | 0.019 | 0.171 | 0.326 | 0.190 | 0.434 | 0.560 | 0.497 | 0.681 | 0.773 | 0.603 | 0.767 | 0.847 |
| $\hat{J}_{n}^{a}$ | 100 | 0.135 | 0.396 | 0.535 | 0.510 | 0.708 | 0.782 | 0.822 | 0.911 | 0.936 | 0.929 | 0.969 | 0.979 |
| $V_{n}^{a}$ | 100 | 0.142 | 0.416 | 0.566 | 0.555 | 0.754 | 0.819 | 0.873 | 0.939 | 0.969 | 0.963 | 0.983 | 0.991 |

Table 4
Size of $\widehat{J}_{n}^{a}$ (DGP3)

| $n$ | $c=0.25$ |  |  |  | $c=0.5$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.003 | 0.030 | 0.075 | $\begin{gathered} -0.211 \\ (0.975) \end{gathered}$ | 0.004 | 0.024 | 0.056 | $\begin{gathered} -0.379 \\ (0.943) \end{gathered}$ |
| 100 | 0.005 | 0.038 | 0.073 | $\begin{gathered} -0.208 \\ (0.999) \end{gathered}$ | 0.006 | 0.029 | 0.048 | $\begin{gathered} -0.335 \\ (0.950) \end{gathered}$ |
| 200 | 0.004 | 0.032 | 0.064 | $\begin{gathered} -0.201 \\ (0.960) \end{gathered}$ | 0.003 | 0.028 | 0.052 | $\begin{gathered} -0.345 \\ (0.922) \end{gathered}$ |
| 500 | 0.005 | 0.035 | 0.079 | $\begin{array}{r} -0.187 \\ (0.981) \end{array}$ | 0.006 | 0.024 | 0.056 | $\begin{gathered} -0.331 \\ (0.927) \end{gathered}$ |
| 1000 | 0.009 | 0.049 | 0.089 | $\begin{gathered} -0.132 \\ (10.00) \end{gathered}$ | 0.007 | 0.030 | 0.060 | $\begin{gathered} -0.277 \\ (0.964) \end{gathered}$ |
|  | $c=1$ |  |  |  | $c=2$ |  |  |  |
| $n$ | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.002 | 0.010 | 0.027 | $\begin{gathered} -0.583 \\ (0.809) \end{gathered}$ | 0.001 | 0.006 | 0.011 | $\begin{array}{r} -0.716 \\ (0.570) \end{array}$ |
| 100 | 0.005 | 0.017 | 0.028 | $\begin{gathered} -0.560 \\ (0.825) \end{gathered}$ | 0.002 | 0.007 | 0.012 | $\begin{gathered} -0.689 \\ (0.601) \end{gathered}$ |
| 200 | 0.003 | 0.013 | 0.025 | $\begin{array}{r} -0.554 \\ (0.821) \end{array}$ | 0.003 | 0.008 | 0.015 | $\begin{gathered} -0.664 \\ (0.654) \end{gathered}$ |
| 500 | 0.005 | 0.015 | 0.032 | $\begin{gathered} -0.534 \\ (0.861) \end{gathered}$ | 0.004 | 0.013 | 0.021 | $\begin{gathered} -0.658 \\ (0.741) \end{gathered}$ |
| 1000 | 0.005 | 0.023 | 0.040 | $\begin{gathered} -0.487 \\ (0.912) \end{gathered}$ | 0.005 | 0.019 | 0.030 | $\begin{gathered} -0.604 \\ (0.824) \end{gathered}$ |

explained by the fact that our tests diverge to $+\infty$ at the rate of $n h^{d / 2}$ under $H_{1}^{a}$. Hence, a higher $h$ (in certain range) will lead to a more powerful test against some fixed alternatives (in finite samples). Another explanation for this result is that the DGP2 contains a low frequency linear (function) deviation from the null model, and it is known that a relative large value of $h$ should be used for low frequency alternatives. But we caution the applied researchers that in practice, $h$ cannot be chosen too large, a very large $h$ will in fact lead to a test that does not have any power because it over smooth the data too much and hence obscure any deviation of the data from the null DGP.

Summarizing the results of Tables $1-3$, we observe the followings: (i) for the range of $c$ values we considered, $c=2$ gives the best power results for both the $\widehat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests but at the same time, $c=2$ also correspond to the most size distortions. However, the size distortions are at the direction of under size. Therefore, the case of $c=2$ also give the smallest type I error. In this sense the
$c=2$ case gives the best results because both tests have the smallest type I and type II errors for $c=2\left(c=2\right.$ is the most undersized under $\mathrm{H}_{0}^{a}$ and the most powerful one under $\mathrm{H}_{1}^{a}$ ). This result is quite interesting because usually the size-power trade off of a test statistic is that the more powerful case also tends to be the more over-sized case. Of course one cannot draw general conclusions about the $\widehat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests based on the limited Monte Carlo experiments reported above.

The estimated sizes for the $\widehat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests for DGP3 are reported in Tables 4 and 5, respectively.

For the $\widehat{J}_{n}^{a}$ test, the result is very similar the case of DGP1 as given in Table 1, i.e., the $\hat{J}_{n}^{a}$ test under estimates the nominal sizes for all cases considered, the smaller values of $c$ gives better estimated sizes (for $0.5 \leqslant c \leqslant 2$ ). Also, the estimated sizes seem to convergent to their nominal sizes although at a fairly slow rate.

For the $V_{n}^{a}$ test, from Table 5 we observe that the estimated sizes of $V_{n}^{a}$ are much better than that of the $\hat{J}_{n}^{a}$ test of Table 4. In particular, the biases of $V_{n}^{a}$ are fairly small for all cases. The estimated standard deviation of $V_{n}^{a}$ decreases as $c$ increases, causing the $V_{n}^{a}$ test undersized for large values of $c$.

Table 6 gives the estimated power of the $\widehat{J}_{n}^{a}$ and the $V_{n}^{a}$ tests against DGP4. Similar to the case of DGP2 (see Table 3), the results of Table 6 show that the power of $V_{n}^{a}$ dominates the power of $\hat{J}_{n}^{a}$. Both tests are quite powerful in detecting these alternative processes. For the range of $c$ values considered, the larger value of $c$ (or $h$ ) leads to a more powerful tests against DGP4.

Table 5
Size of $V_{n}^{a}$ : (DGP3)

| $n$ | $c=0.25$ |  |  |  | $c=0.5$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.004 | 0.040 | 0.101 | 0.019 (0.910) | 0.006 | 0.043 | 0.089 | 0.002 (0.878) |
| 100 | 0.006 | 0.047 | 0.097 | 0.003 (0.952) | 0.011 | 0.043 | 0.090 | 0.010 (0.909) |
| 200 | 0.007 | 0.039 | 0.088 | $\begin{gathered} -0.003 \\ (0.923) \end{gathered}$ | 0.010 | 0.046 | 0.091 | 0.013 (0.885) |
|  | $c=1$ |  |  |  | $c=2$ |  |  |  |
| $n$ | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| 50 | 0.006 | 0.029 | 0.068 | $\begin{gathered} -0.006 \\ (0.760) \end{gathered}$ | 0.003 | 0.016 | 0.028 | $\begin{gathered} -0.021 \\ (0.540) \end{gathered}$ |
| 100 | 0.011 | 0.035 | 0.067 | 0.010 (0.792) | 0.002 | 0.018 | 0.036 | 0.013 (0.579) |
| 200 | 0.009 | 0.030 | 0.069 | 0.012 (0.787) | 0.005 | 0.022 | 0.044 | 0.032 (0.637) |

Table 6
Power for DGP4, case (i)

|  |  | $c=0.2$ |  |  | $c=0$. |  |  | $c=1$ |  |  | $c=2$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Test | $n$ | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% |
| Case (i) of DGP2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\hat{J}_{n}^{a}$ | 50 | 0.007 | 0.089 | 0.193 | 0.070 | 0.202 | 0.294 | 0.215 | 0.386 | 0.473 | 0.367 | 0.535 | 0.610 |
| $V_{n}^{a}$ | 50 | 0.012 | 0.110 | 0.236 | 0.088 | 0.243 | 0.355 | 0.290 | 0.469 | 0.581 | 0.490 | 0.667 | 0.755 |
| $\hat{J}_{n}{ }^{\text {a }}$ | 100 | 0.037 | 0.216 | 0.335 | 0.206 | 0.428 | 0.544 | 0.568 | 0.735 | 0.799 | 0.817 | 0.900 | 0.944 |
| $V_{n}^{a}$ | 100 | 0.045 | 0.237 | 0.373 | 0.272 | 0.499 | 0.622 | 0.667 | 0.816 | 0.883 | 0.889 | 0.958 | 0.978 |
| Case (ii) of DGP2 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\hat{J}_{n}^{a}$ | 50 | 0.024 | 0.152 | 0.285 | 0.155 | 0.333 | 0.447 | 0.354 | 0.525 | 0.617 | 0.389 | 0.553 | 0.645 |
| $V_{n}^{a}$ | 50 | 0.024 | 0.149 | 0.292 | 0.179 | 0.368 | 0.482 | 0.405 | 0.613 | 0.695 | 0.477 | 0.663 | 0.774 |
| $\hat{J}_{n}^{a}$ | 100 | 0.098 | 0.290 | 0.424 | 0.386 | 0.606 | 0.705 | 0.739 | 0.850 | 0.885 | 0.849 | 0.919 | 0.952 |
| $V_{n}^{a}$ | 100 | 0.110 | 0.302 | 0.455 | 0.439 | 0.659 | 0.756 | 0.795 | 0.889 | 0.938 | 0.906 | 0.966 | 0.978 |

### 6.2. Testing the null of a partially linear model

This subsection reports Monte Carlo results to study the finite sample performances of the $\hat{J}_{n}^{b}$ and the $V_{n}^{b}$ tests. For testing the null of a partially linear model, we use the following data generating processes:

$$
\begin{array}{ll}
\text { DGP5: } & Y_{t}=1+Z_{t}+W_{t}+U_{t}, \\
\text { DGP6: } & Y_{t}=1+Z_{t}+W_{t}+\alpha_{5}\left(W_{t} Z_{t}\right)+U_{t}, \\
\text { DGP7: } & Y_{t}=0.5 Y_{t-1}+W_{t}+U_{t}, \\
\text { DGP8: } & Y_{t}=0.5 Y_{t-1}+W_{t}+\alpha_{6}\left(Y_{t-1} W_{t}\right)+U_{t},
\end{array}
$$

where $W_{t}, Z_{t}$ and $U_{t}$ are generated by the same ways as in DGP1-DGP4. DGP5 is an null $\left(\mathrm{H}_{0}^{b}\right)$ of a partially linear model: $Y_{t}=1+Z_{t}+W_{t}+U_{t} \equiv Z_{t}+\theta\left(W_{t}\right)+U_{t}$. DGP6 is an alternative model $\left(\mathrm{H}_{1}^{b}\right)$ and we choose $\alpha_{5}=1$. Similarly DGP7 is an null of a partially linear model: $Y_{t}=0.5 Y_{t-1}+\theta\left(W_{t}\right)+U_{t}$. DGP8 is an alternative model $\left(\mathrm{H}_{1}^{b}\right)$ and we choose $\alpha_{6}=0.5$.

Again we use standard normal kernel functions and the smoothing parameters are chosen using the same methods as in Section 6.1. In particular, we fix the smoothing parameter $a$ and change the smoothing parameter $h$ via different choices of $c(c=0.25,0.5,1,2)$. The number of replications are 2000 for all cases.

Table 7 reports the estimated sizes for the $\hat{J}_{n}^{b}$ and the $V_{n}^{b}$ tests for DGP5.
For the $\hat{J}_{n}^{b}$ test, the results is in general similar the case of DGP1 (see Table 1). That is, the $\hat{J}_{n}^{b}$ test under estimates the nominal sizes and a larger $c$ value corresponds to a larger size distortion. The case of $c=2$ is even more down sized than the case of $c=1$, the estimated sizes of $\hat{J}_{n}^{b}$ for $c=2$ is not reported here to save space.

For the $V_{n}^{b}$ test, the estimated sizes are much closer to their nominal values than the $\hat{J}_{n}^{b}$ test. The biases are fairly small for all cases considered. Similar to the case of DGP1 and DGP3, the standard deviation of $V_{n}^{b}$ decreases as $c$ increases causing the $V_{n}^{b}$ test downsized for large values of $c$. The case of $c=2$ is more undersized than the case of $c=1$, the estimated sizes of $V_{n}^{b}$ for $c=2$ is not reported here to save space.

Table 8 reports the estimated power of the $\hat{J}_{n}^{b}$ and the $V_{n}^{b}$ tests against DGP6. We observe that the $V_{n}^{b}$ test dominates the $\hat{J}_{n}^{b}$ test. Also as expected we observe that the power of both tests increase as $n$ increases. However, for the range of $c$ values considered, the power of these tests are no longer monotone in $c$. There are a few cases that the powers of both tests are larger for $c=1$ than for $c=2$.
Table 7
Size for DGP5

| $n$ | $c=0.25$ |  |  |  | $c=0.5$ |  |  |  | $c=1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| The $\hat{J}_{n}^{\text {b }}$ test |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 | 0.002 | 0.027 | 0.069 | - 0.241 (0.973) | 0.002 | 0.017 | 0.040 | - 0.439 (0.913) | 0.002 | 0.008 | 0.017 | $\begin{gathered} -0.683 \\ (0.758) \end{gathered}$ |
| 100 | 0.003 | 0.037 | 0.079 | - 0.190 (0.997) | 0.006 | 0.028 | 0.051 | -0.345 (0.946) | 0.005 | 0.015 | 0.024 | $\begin{array}{r} -0.576 \\ (0.812) \end{array}$ |
| 200 | 0.007 | 0.036 | 0.079 | - 0.174 (0.979) | 0.005 | 0.027 | 0.054 | -0.352 (0.946) | 0.003 | 0.013 | 0.025 | $\begin{gathered} -0.554 \\ (0.821) \end{gathered}$ |
| The $V_{n}^{b}$ test |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 | 0.003 | 0.037 | 0.087 | - 0.025 (0.907) | 0.005 | 0.032 | 0.065 | - 0.092 (0.842) | 0.002 | 0.018 | 0.038 | $\begin{array}{r} -0.140 \\ (0.683) \end{array}$ |
| 100 | 0.004 | 0.051 | 0.105 | - 0.011 (0.953) | 0.012 | 0.043 | 0.089 | -0.005 (0.905) | 0.009 | 0.026 | 0.054 | $\begin{array}{r} -0.026 \\ (0.776) \end{array}$ |
| 200 | 0.007 | 0.040 | 0.100 | - 0.010 (0.949) | 0.008 | 0.046 | 0.083 | - 0.054 (0.919) | 0.007 | 0.029 | 0.070 | $\begin{gathered} -0.053 \\ (0.797) \end{gathered}$ |


Table 9
Size for DGP7

| $n$ | $c=0.25$ |  |  |  | $c=0.5$ |  |  |  | $c=1$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) | 1\% | 5\% | 10\% | Mean (std) |
| The $\hat{J}_{n}^{\text {b }}$ test |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 | 0.002 | 0.032 | 0.077 | - 0.242 (0.990) | 0.003 | 0.023 | 0.048 | - 0.422 (0.912) | 0.001 | 0.007 | 0.016 | $\begin{gathered} -0.688 \\ (0.725) \end{gathered}$ |
| 100 | 0.004 | 0.037 | 0.073 | - 0.221 (0.983) | 0.004 | 0.022 | 0.041 | - 0.419 (0.910) | 0.002 | 0.009 | 0.017 | $\begin{gathered} -0.649 \\ (0.752) \end{gathered}$ |
| 200 | 0.005 | 0.034 | 0.078 | - 0.203 (0.974) | 0.003 | 0.025 | 0.051 | -0.360 (0.945) | 0.002 | 0.010 | 0.024 | $\begin{gathered} -0.581 \\ (0.812) \end{gathered}$ |
| The $V_{n}^{b}$ test |  |  |  |  |  |  |  |  |  |  |  |  |
| 50 | 0.003 | 0.036 | 0.092 | - 0.022 (0.917) | 0.007 | 0.037 | 0.073 | -0.052 (0.848) | 0.004 | 0.018 | 0.039 | $\begin{array}{r} -0.114 \\ (0.674) \end{array}$ |
| 100 | 0.004 | 0.047 | 0.091 | - 0.016 (0.939) | 0.008 | 0.036 | 0.072 | -0.056 (0.868) | 0.004 | 0.020 | 0.045 | $\begin{gathered} -0.079 \\ (0.713) \end{gathered}$ |
| 200 | 0.010 | 0.040 | 0.096 | - 0.009 (0.950) | 0.007 | 0.045 | 0.098 | - 0.005 (0.930) | 0.005 | 0.035 | 0.066 | $\begin{array}{r} -0.021 \\ (0.796) \end{array}$ |


|  |  | $c=0.2$ |  |  | $c=0.5$ |  |  | $c=1$ |  |  | $c=2$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Test | $n$ | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% | 1\% | 5\% | 10\% |
| $\hat{J}_{n}^{b}$ | 50 | 0.102 | 0.218 | 0.305 | 0.182 | 0.291 | 0.377 | 0.237 | 0.339 | 0.406 | 0.145 | 0.238 | 0.304 |
| $V_{n}^{b}$ | 50 | 0.103 | 0.223 | 0.305 | 0.180 | 0.290 | 0.377 | 0.237 | 0.339 | 0.406 | 0.145 | 0.238 | 0.304 |
| $\hat{J}_{n}$ | 100 | 0.293 | 0.418 | 0.506 | 0.438 | 0.557 | 0.632 | 0.558 | 0.668 | 0.731 | 0.514 | 0.653 | 0.740 |
| $V_{n}^{b}$ | 100 | 0.293 | 0.418 | 0.506 | 0.438 | 0.557 | 0.632 | 0.558 | 0.680 | 0.760 | 0.514 | 0.675 | 0.756 |

As we mentioned earlier, a large value of $c$ corresponds to over-smooth the alternative model and hence may lead to a low power test if it over-smooth too much the data (especially for high frequency alternatives).
Finally, Tables 9 and 10 give the estimated sizes and powers of the $\hat{J}_{n}^{b}$ and the $V_{n}^{b}$ tests for DGP7 and DGP8. The results are similar to the cases of DGP5 and DGP6. In particular, the $\hat{J}_{n}^{b}$ test is under-sized while the $V_{n}^{b}$ test has much better estimated sizes. The $\hat{J}_{n}^{b}$ test is negatively biased while the $V_{n}^{b}$ test has fairly small biases. This is why $V_{n}^{b}$ is more powerful than $\hat{J}_{n}^{b}$. Also from Table 10 we observe that both the $\hat{J}_{n}^{b}$ and the $V_{n}^{b}$ tests are more powerful for the case of $c=1$ than the case of $c=2$, giving more evidence that over-smooth too much the data will lead to low power tests.

Summarizing the limited Monte Carlo simulation results reported above. The $\hat{J}_{n}\left(\hat{J}_{n}^{a}\right.$ or $\left.\hat{J}_{n}^{b}\right)$ test is substantially undersized for all cases considered. The $V_{n}\left(V_{n}^{a}\right.$ or $\left.V_{n}^{b}\right)$ test gives much better estimated sizes than the $\hat{J}_{n}$ test.
In general the $\hat{J}_{n}$ test is less powerful than the $V_{n}$ test due to the fact that the $\hat{J}_{n}$ test is biased toward accepting the null (i.e., it is substantially undersized). The estimated powers of both tests are sensitive to the relative smoothing parameter choices (as is often the case with nonparametric kernel estimation methods). For low frequency alternatives, a relatively large smoothing parameter $h$ will lead to a high power test. While for high-frequency alternatives, a relatively small smoothing parameter $h$ should be used (will lead to a high power test). Therefore, how to choose the relative smoothing parameters optimally in the sense that the power of the tests are maximized and at the same time to keep the type I error under control is an important future research topic.

Another research topic that deserves effort is to investigate the possibility of using various parametric and nonparametric bootstrap methods (for dependent data) to approximate the null distributions of the proposed tests. Bootstrap tests may provide better estimated sizes than both the $\hat{J}_{n}$ and the $V_{n}$ tests. To my knowledge, even with the independent data, the tests considered in Fan and Li (1996a) and Lavergne and Vuong (1996b) have not been investigated by bootstrap methods. The asymptotic theory established in this paper will be useful to the bootstrap analysis of these tests (for dependent data case). The theoretical justification of bootstrap techniques in our context, and specifically the conditions under which they apply, are left for future research.
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## Appendix A. Proof of the Theorem 3.1 and Corollary 3.2

Below we first list the conditions (D1) and (D2) that are used in Lemma 2.1 and the two definitions for the class of kernel function $\mathscr{K}_{\lambda}$ and the class of function of $\mathscr{G}_{\mu}^{\alpha}$ (see Robinson (1988)).

Let $\mathscr{Z}_{t}$ be a strictly stationary process and $\mathscr{M}_{s}^{t}(\mathscr{Z})$ denote the sigma algebra generated by $\left(Z_{s}, \ldots, Z_{t}\right)$ for $s \leqslant t$. The process $\mathscr{Z}_{t}$ is called absolutely regular, if as $\tau \rightarrow \infty$,

$$
\beta_{\tau}=\sup _{s \in N} \mathrm{E}\left[\sup _{A \in \mathcal{M}_{s+t}^{s}}\left\{\left|P\left(A \mid \cdot \mathscr{M}_{-\infty}^{s}\right)-P(A)\right|\right\}\right] \rightarrow 0 .
$$

The following conditions are used for Lemma 2.1.
(D1) (i) The process $\mathscr{Z}_{t}=\left\{\varepsilon_{t}, X_{t}^{\prime}\right\}\left(X_{t} \in R^{d}\right)$ is strictly stationary and absolutely regular with the mixing coefficient $\beta_{m}=\mathrm{O}\left(\rho^{m}\right)$ for some $0<\rho<1$; with probability one, $\mathrm{E}\left[\varepsilon_{t} \mid \mathscr{M}_{-\infty}^{t}(X), \mathscr{M}_{-\infty}^{t-1}(\varepsilon)\right]=0$. (ii) $\mathrm{E}\left[\left|\varepsilon_{t}^{4+\eta}\right|\right]<\infty$ and $\mathrm{E}\left[\mid \varepsilon_{t}^{i}, i_{t}^{i}, \ldots, \varepsilon_{t}^{i_{2}},{ }^{i_{2}}{ }^{1+\xi}\right]<\infty$ for some arbitrarily small $\eta>0$ and $\xi>0$, where $2 \leqslant l \leqslant 4$ is an integer, $0 \leqslant i_{j} \leqslant 4$ and $\sum_{j=1}^{l} i_{j} \leqslant 8$. (iii) Let $\sigma_{\varepsilon}^{2}(x)=\mathrm{E}\left(\varepsilon_{t}^{2} \mid X_{t}=x\right), \mu_{\varepsilon 4}(x)=\mathrm{E}\left(\varepsilon_{t}^{4} \mid X_{t}=x\right)$. $\sigma_{\varepsilon}^{2}(x)$ and $\mu_{\varepsilon 4}(x)$ satisfy some Lipschitz conditions: $\left|\sigma_{\varepsilon}^{2}(u+v)-\sigma_{\varepsilon}^{2}(u)\right| \leqslant D(u)\|v\|$ and $\left|\mu_{\varepsilon 4}(u+v)-\mu_{\varepsilon 4}(u)\right| \leqslant D(u)\|v\|$ with $\mathrm{E}\left[|D(X)|^{2+\eta^{\prime}}\right]<\infty$ for some small $\eta^{\prime}>0$. (iv) Let $f_{\tau_{1}, \ldots, \tau_{1}}(., \ldots,$.$) be the joint probability density function of$ $\left(X_{1}, X_{1+\tau_{1}}, \ldots, X_{1+\tau_{1}}\right)(1 \leqslant l \leqslant 3)$. Then $f_{\tau_{1}, \ldots, \tau_{l}}(., \ldots$,$) exists and satisfies a Lip-$ schitz condition: $\left|f_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}+u_{1}, x_{2}+u_{2}, \ldots, x_{l}+u_{l}\right)-f_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}, x_{2}, \ldots, x_{l}\right)\right| \leqslant$ $D_{\tau_{1}, \ldots, \tau_{1}}\left(x_{1}, x_{2}, \ldots, x_{l}\right)\|u\|$, where $D_{\tau_{1}, \ldots, \tau_{1}}(\ldots, \ldots$,$) is integrable and satisfies the condi-$ tion that $\int D_{\tau_{1}, \ldots, \tau_{l}}(x, \ldots, x)\|x\|^{2 \xi}<M<\infty, \int D_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}, \ldots, x_{l}\right) f_{\tau_{1}, \ldots, \tau_{l}}\left(x_{1}, \ldots, x_{l}\right)$ $\mathrm{d} x<M<\infty$ for some $\xi>1$.
(D2) (i) $K(\cdot)$ is bounded and symmetric with $\int K(u) \mathrm{d} u=1$ and $\int\|u\|^{2} K(u) \mathrm{d} u<\infty$. (ii) The smoothing parameter $h=\mathrm{O}\left(n^{-\bar{\alpha}}\right)$ for some $0<\bar{\alpha}<(7 / 8) d$.

The following definitions are adopted from Robinson (1988).
Definition A.1. $\mathscr{K}_{\lambda, \lambda \geqslant} \geqslant 1$, is the class of even functions $k: R \rightarrow R$ satisfying

$$
\begin{aligned}
& \int_{R} u^{i} k(u) \mathrm{d} u=\delta_{i 0} \quad(i=0,1, \ldots, \lambda-1), \\
& k(u)=\mathrm{O}\left(\left(1+|u|^{\lambda+1+\varepsilon}\right)^{-1}\right), \quad \text { some } \varepsilon>0,
\end{aligned}
$$

where $\delta_{i j}$ is the Kronecker's delta.
Definition A.2. $\mathscr{G}_{\mu}^{\alpha}, \alpha>0, \mu>0$, is the class of functions $g: R^{d} \rightarrow R$ satisfying: $g$ is ( $m-1$ )-times partially differentiable, for $m-1 \leqslant \mu \leqslant m$; for some $\rho>0$,
$\sup _{y \in \phi_{s \rho}}\left|g(y)-g(z)-Q_{g}(y, z)\right| /|y-z|^{\mu} \leqslant D_{g}(z) \quad$ for $\quad$ all $\quad z, \quad$ where $\quad \phi_{z \rho}=$ $\{y:|y-z|<\rho\} ; Q_{g}=0$ when $m=1 ; Q_{g}$ is a $(m-1)$ th degree homogeneous polynomial in $y-z$ with coefficients the partial derivatives of $g$ at $z$ of orders 1 through $m-1$ when $m>1$; and $g(z)$, its partial derivatives of order $m-1$ and less, and $D_{g}(z)$, have finite $\alpha$ th moments.

The remaining parts of this appendix prove Theorem 3.1 and Corollary 3.2. Throughout, the symbol $C$ denotes a generic constant. The notation $A \sim B$ means that $A$ has an order no larger than that of $B$. We denote $\hat{f}_{t}=\left(1 /(n-1) h^{d}\right) \sum_{s \neq t} K\left(\left(X_{t}-X_{s}\right) / h\right)$, the kernel estimator of $f\left(X_{t}\right)$.

Proof of Theorem 3.1. We will only prove Theorem 3.1(i) since the proof of Theorem 3.1(ii) is similar to and in fact much simpler than the proof of Theorem 3.1(i). We often write $u_{t}$ for $U_{t}$ and $w_{t}$ for $W_{t}$ to save space. Variables with subscript are always random variables even when small letter case is used.

Using $\quad \tilde{U}_{t}=Y_{t}-\hat{Y}_{t}=\left(r_{t}-\hat{r}_{t}\right)+U_{t}-\hat{U}_{t}, \quad$ where $\quad r_{t}=r\left(W_{t}\right) \quad$ and $\hat{r}_{t}=\left(n a^{q}\right)^{-1} \sum_{s \neq t} r_{s} L_{t s} \hat{f}_{w}$, the following expression for $\hat{J}_{n}^{a}$ is immediate from Eq. (6):

$$
\begin{align*}
\hat{J}_{n}^{a}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left\{\left(r_{t}-\hat{r}_{t}\right) \hat{f}_{w_{t}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}}+u_{t} u_{s} \hat{f}_{w_{t}} \hat{f}_{w_{s}}\right. \\
& +\hat{u}_{t} \hat{f}_{w_{t}} \hat{u}_{s} \hat{f}_{w_{s}}+2 u_{t} \hat{f}_{w_{t}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}}-2 \hat{u}_{t} \hat{f}_{w_{t}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}} \\
& \left.-2 u_{t} \hat{f}_{w_{t}} \hat{u}_{s} \hat{f}_{w_{s}}\right\} K_{t s} \stackrel{\text { def }}{=} J_{n 1}+J_{n 2}+J_{n 3}+2 J_{n 4}-2 J_{n 5}-2 J_{n 6} . \tag{A.1}
\end{align*}
$$

We shall complete the proof of Theorem $3.1(\mathrm{i})$ by showing that $J_{n i}=\mathrm{o}_{\mathrm{p}}\left(\left(n n^{d / 2}\right)^{-1}\right)$ for $i=1,3,4,5,6$ and $n h^{d / 2} J_{n 2} / \hat{\sigma}_{a} \rightarrow \mathrm{~N}(0,1)$ in distribution. These results are proved in Lemmas A. 1 to A. 6 below.

Lemma A.1. $J_{n 1}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
Proof. Note that $K(\cdot)$ is a non-negative function and $\hat{f}_{t}=\left(1 /(n-1) h^{d}\right) \sum_{s \neq t} K_{t s}$, we have

$$
\mathrm{E}\left|J_{n 1}\right|=\mathrm{E}\left|\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left(r_{t}-\hat{r}_{t}\right) \hat{f}_{w_{1}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}} K_{t s}\right|
$$

$$
\begin{aligned}
& \leqslant \frac{1}{2\left(n(n-1) h^{d}\right.} \sum_{t} \sum_{s \neq t} \mathrm{E}\left\{\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2}+\left(r_{s}-\hat{r}_{s}\right)^{2} \hat{f}_{w_{s}}^{2}\right] K_{t s}\right\} \\
& =\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2} K_{t s}\right] \\
& =n^{-1} \sum_{t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2} \hat{f}_{t}\right] \equiv J_{1 b}, \text { say. } \\
J_{1 b}= & n^{-1} \sum_{t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2} f_{t}\right]+n^{-1} \sum_{t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2}\left(\hat{f}_{t}-f_{t}\right)\right] \\
\leqslant & C n^{-1} \sum_{t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2}\right]+n^{-1} \sum_{t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2}\left(\hat{f}_{t}-f_{t}\right)\right] \\
= & \mathrm{O}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)
\end{aligned}
$$

by Lemmas C.3(i) and C.4(i).

Summarizing the above, we have shown that $\mathrm{E}\left|J_{n 1}\right| \leqslant J_{1 b}=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)$. Hence, $J_{n 1}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Lemma A.2. (i) $n h^{d / 2} J_{n 2} \rightarrow \mathrm{~N}\left(0, \sigma_{a}^{2}\right)$ in distribution, where $\sigma_{a}^{2}=2 \mathrm{E}\left[f\left(X_{1}\right)\right.$ $\left.\sigma^{4}\left(X_{1}\right) f_{w_{1}}^{4}\right]\left[\int K^{2}(u) \mathrm{d} u\right]$,
(ii) $\hat{\sigma}_{a}^{2}=\sigma_{a}^{2}+\mathrm{o}_{\mathrm{p}}(1)$.

Proof of (i).

$$
\begin{aligned}
J_{n 2}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t} u_{s} f_{w_{t}} f_{w_{s}} K_{t s} \\
& +\frac{2}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t} u_{s}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right) f_{w_{s}} K_{t s} \\
& +\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t} u_{s}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)\left(\hat{f}_{w_{s}}-f_{w_{s}}\right) K_{t s} \\
& \equiv J_{n 21}+2 J_{n 22}+J_{n 23}, \text { say }
\end{aligned}
$$

$J_{n 21}$ is a second order degenerate U-statistic of the form of Eq. (2) with $\varepsilon_{t}=u_{t} f_{w_{i}}$. It is easy to check that the conditions (A1)-(A2) imply (D1)-(D2). Hence by Lemma 2.1, we have $J_{n 21} \rightarrow \mathrm{~N}\left(0, \sigma_{a}^{2}\right)$ in distribution.

Next, $J_{n 22}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$ by Lemma C.5(ii).
Finally,

$$
\begin{aligned}
& \mathrm{E}\left|J_{n 23}\right| \leqslant \frac{1}{2 n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left\{u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{i}}\right)^{2} K_{t s}+u_{s}^{2}\left(\hat{f}_{w_{s}}-f_{w_{s}}\right)^{2} K_{t s}\right\} \\
& \quad=\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left[u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2} K_{t s}\right] \\
& \\
& =n^{-1} \sum_{t} \mathrm{E}\left[u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2} \hat{f}_{t}\right] \equiv J_{2 b} . \\
& \begin{aligned}
J_{2 b} & =n^{-1} \sum_{t} \mathrm{E}\left[u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{i}}\right)^{2} f_{t}\right]+n^{-1} \sum_{t} \mathrm{E}\left[u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2}\left(\hat{f}_{t}-f_{t}\right)\right] \\
\leqslant & C n^{-1} \sum_{t} \mathrm{E}\left[u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2}\right]+n^{-1} \sum_{t} \mathrm{E}\left[u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2}\left(\hat{f}_{t}-f_{t}\right)\right] \\
& =\mathrm{O}\left(a^{2 v}+\left(n a^{9}\right)^{-1}\right)
\end{aligned}
\end{aligned}
$$

by Lemmas C.3(ii) and C.4(ii).
Hence, $\quad \mathrm{E}\left|J_{n 23}\right| \leqslant J_{2 b}=\mathrm{O}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right), \quad$ which implies $J_{n 23}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Proof of (ii). $\hat{\sigma}_{a}^{2}=\sigma_{a}^{2}+\mathrm{o}_{\mathrm{p}}(1)$. The proof for (ii) is similar to (and much easier than) that of (i). Hence, we will provide a sketchy proof here. Using $\tilde{u}_{t}=u_{t}+\mathrm{o}_{\mathrm{p}}(1)$, one can show that

$$
\begin{aligned}
\hat{\sigma}_{a}^{2} & =\frac{2}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left[\tilde{u}_{t} \tilde{u}_{s}\right]^{2}\left[\hat{f}_{w_{t}} \hat{w}_{s}\right]^{2} K_{t s} \\
& =\frac{2}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t}^{2} u_{s}^{2}\left[\hat{f}_{w_{t}}{\hat{f_{s}}}^{2}\right]^{2} K_{t s}+\mathrm{o}_{\mathrm{p}}(1) \\
& =\frac{2}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t}^{2} u_{s}^{2}\left[f_{w_{t}} f_{w_{s}}\right]^{2} K_{t s}+\mathrm{o}_{\mathrm{p}}(1) \equiv \bar{\sigma}_{a}^{2}+\mathrm{o}_{\mathrm{p}}(1), \text { say. }
\end{aligned}
$$

Finally the proof of $\bar{\sigma}_{a}^{2}=\sigma_{a}^{2}+\mathrm{o}_{\mathrm{p}}(1)$ follows from the facts that (using Lemma C.1)

$$
\begin{aligned}
\mathrm{E}\left(\bar{\sigma}_{a}^{2}\right) & =\sigma_{a}^{2}+\frac{1}{n(n-1) h^{d}} \mathrm{O}\left(\sum_{t} \sum_{s \neq} \beta_{m}^{\delta /(1+\delta)}\right) \\
& =\sigma_{a}^{2}+\mathrm{O}\left(\left(n h^{d}\right)^{-1}\right) \quad \text { and } \quad \operatorname{var}\left(\bar{\sigma}_{a}^{2}\right)=\mathrm{o}(1)
\end{aligned}
$$

Lemma A.3. $J_{n 3}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Proof.

$$
\begin{aligned}
& \mathrm{E}\left|J_{n 3}\right|=\mathrm{E}\left|\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \hat{u}_{t} \hat{f}_{w_{t}} \hat{u}_{s} \hat{f}_{w_{s}} K_{t s}\right| \\
& \quad \leqslant \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left[\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2} K_{t s}\right]=n^{-1} \sum_{t} \mathrm{E}\left[\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2} \hat{f}_{t}\right] \equiv J_{3 b}, \text { say } \\
& J_{3 b}=n^{-1} \sum_{t} \mathrm{E}\left[\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2} f_{t}\right]+n^{-1} \sum_{t} \mathrm{E}\left[\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2}\left(\hat{f}_{t}-f_{t}\right)\right] \\
& =\mathrm{O}\left(\left(n a^{q}\right)^{-1}+a^{2 v}\right)=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)
\end{aligned}
$$

by Lemmas C.3(iii) and C.4(iii), which implies $J_{n 3}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
Lemma A.4. $J_{n 4}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
Proof.

$$
\begin{aligned}
J_{n 4}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t} \hat{f}_{w_{t}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}} K_{t s} \\
= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t} f_{w_{t}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}} K_{t s} \\
& +\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}} K_{t s} \\
\equiv & J_{n 41}+J_{n 42}, \text { say. }
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{J}_{n 41}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right) \quad \text { by Lemma C.5(i) and } \\
& \begin{aligned}
& \mathrm{E}\left|J_{n 42}\right| \leqslant \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left\{\left[\left(r_{s}-\hat{r}_{s}\right)^{2} \hat{f}_{w_{s}}^{2}+u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2}\right] K_{t s}\right\} \\
&=J_{1 b}+J_{2 b}=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)
\end{aligned}
\end{aligned}
$$

by the proofs of Lemmas A. 1 and A.2, where $J_{1 b}$ and $J_{2 b}$ are defined in the proofs of Lemmas A. 1 and A.2, respectively. Hence, $J_{n 42}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Lemma A.5. $J_{n 5}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Proof.

$$
\begin{aligned}
\mathrm{E}\left|J_{n 5}\right| & =\mathrm{E}\left|\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \hat{u}_{t} \hat{f}_{w_{t}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}}\right| \\
& \leqslant \frac{1}{2 n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left\{\left(r_{s}-\hat{r}_{s}\right)^{2} \hat{f}_{w_{s}}^{2} K_{t s}+\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2} K_{t s}\right\} \\
& =(1 / 2) n^{-1} \sum_{t} \mathrm{E}\left\{\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2} \hat{f}_{t}+\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2} \hat{f}_{t}\right\} \\
& \equiv J_{1 b}+J_{3 b}=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right),
\end{aligned}
$$

by the proofs of Lemmas A. 1 and A.3. Hence, $J_{n 5}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
Lemma A.6. $J_{n 6}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Proof.

$$
\begin{aligned}
J_{n 6} & =\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t} \hat{f}_{w_{t}} \hat{u}_{s} \hat{f}_{w_{s}} K_{t s} \\
& =\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t} f_{w_{t}} \hat{u}_{s} \hat{f}_{w_{s}} K_{t s}+\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} u_{t}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right) \hat{u}_{s} \hat{f}_{w_{s}} K_{t s} \\
& \equiv J_{n 61}+J_{n 62}, \text { say. } \\
J_{n 61} & =\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right) \quad \text { by Lemma C. } 5(\mathrm{iii}) .
\end{aligned}
$$

$\mathrm{E}\left|J_{n 62}\right| \leqslant 1 / 2 n(n-1) h^{d} \sum_{t} \sum_{s \neq t} \mathrm{E}\left\{u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2} K_{t s}+\hat{u}_{s}^{2} \hat{f}_{w_{s}} K_{t s}\right\}=(1 / 2) n^{-1} \sum_{t} \mathrm{E}$ $\left\{u_{t}^{2}\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2} \hat{f}_{t}+\hat{u}_{t}^{2} \hat{f}_{w_{t}} \hat{f}_{t}\right\}=J_{2 b}+J_{3 b}=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)$ by the proofs of Lemmas A. 2 and A.3. Hence, $J_{n 62}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Proof of Corollary 3.2. We will only provide a proof for Corollary 3.2(i) since the proof of Corollary $3.2(\mathrm{ii})$ is much easier than the proof of Corollary 3.2(i).

From Eq. (8) and given the result of Theorem 3.1(i), it suffices to show that $\left(n^{(3)} / n^{(4)}\right) V_{1 n}^{a}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$ and $\left(n^{(3)} / n^{(4)}\right) V_{2 n}^{a}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

$$
\begin{align*}
\frac{n^{(3)}}{n^{(4)}} V_{1 n}^{a}= & \frac{1}{n^{(4)} a^{2 q} h^{d}} \sum \sum_{t \neq s \neq l}\left(Y_{t}-Y_{l}\right)\left(Y_{s}-Y_{l}\right) L_{t l} L_{s l} K_{t s} \\
= & \frac{1}{n^{(4)} a^{2 q} h^{d}} \sum \sum_{t \neq s \neq l}\left[\left(r_{t}-r_{l}\right)+u_{t}-u_{l}\right]\left[\left(r_{s}-r_{l}\right)\right. \\
& \left.+u_{s}-u_{l}\right] L_{t l} L_{s l} K_{t s} \tag{A.2}
\end{align*}
$$

First we consider the term on the right-hand side of Eq. (A.2) that does not have an error term $u$. We use $V_{1 n, 1}^{a}$ to denote it. $V_{1 n, 1}^{a} \equiv\left(1 / n^{(4)} a^{2 q} h^{d}\right) \sum \sum \sum_{t \neq s \neq l}\left(r_{t}-r_{l}\right)\left(r_{s}-r_{l}\right) L_{t l} L_{s l} K_{t s} . \quad \mathrm{E}\left|V_{1 n, 1}^{a}\right|=n^{-4} \mathrm{O}\left(n^{3} a^{2 v}\right)=$ $\mathrm{O}\left(a^{2 v}\right)=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)$ by assumptions (A1) (ii) and (A2). Hence, $V_{1 n, 1}^{a}=$ $\mathrm{O}_{\mathrm{p}}\left(a^{2 v}\right)=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Next, we consider the terms with one error term $u$. One such term is $\quad V_{1 n, 2}^{a} \equiv\left(1 / n^{(4)} a^{2 q} h^{d}\right) \sum \sum \sum_{t \neq s \neq l}\left(r_{t}-r_{l}\right) u_{s} L_{t l} L_{s l} K_{t s} . \quad V_{1 n, 2}^{a}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right) \quad$ by Lemma C.5(i). Similar arguments show that all the terms with one error term $u$ is of the order of $\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Finally, we consider the terms with two error terms. Say $V_{1 n, 3}^{a} \equiv\left(1 / n^{(4)} a^{2 q} h^{d}\right) \sum \sum_{t \neq s \neq l} u_{t} u_{s} L_{t l} L_{s l} K_{t s} . \quad V_{1 n, 3}^{a}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right) \quad$ by Lemma C.5(iii). By the same reasoning one can show that all the other terms (with two error terms) are of the order of $\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Summarizing the above we have shown that $\left(n^{(3)} / n^{(4)}\right) V_{1 n}^{a}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$. Similarly one can show that $\left(n^{(3)} / n^{(4)}\right) V_{2 n}^{a}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$. Therefore, $n h^{d / 2} V_{n}^{a} / \hat{\sigma}_{a}=n h^{d / 2} \hat{J}_{n}^{a} / \hat{\sigma}_{a}+\mathrm{o}_{\mathrm{p}}(1) \rightarrow \mathrm{N}(0,1)$ under $\mathrm{H}_{0}^{a}$ by Theorem 3.1(i). This finishes the proof of Corollary 3.2(i).

## Appendix B. Proof of Theorem 5.1

Proof of Theorem 5.1. We will only prove Theorem 5.1(i) since the proof of Theorem 5.1(ii) is similar to, and in fact much simpler than, the proof of Theorem 5.1(i).

We will first prove that $n h^{d / 2} J_{\text {in }}^{c} \rightarrow \mathrm{~N}\left(0,\left(\Omega_{c}\right)_{i i}\right)$ in distribution.
Let $r_{(i), t}$ denote the $i$ th component of $r_{t}(i=1, \ldots, p)$ and define the following short-hand notations: $g_{1, t} \equiv \mathrm{E}\left[r_{m, t+1} \mid X_{t}\right], \quad g_{2, t} \equiv \mathrm{E}\left[r_{m, t+1}^{2} \mid X_{t}\right], \quad \widehat{r_{m, t}^{2}} \equiv$ $\hat{\mathrm{E}}\left[r_{m, t+1}^{2} \mid X_{t}\right]$ and $\hat{r}_{m, t} \equiv \hat{\mathrm{E}}\left[r_{m, t+1} \mid X_{t}\right]$ (see Eqs. (22) and (23)). Then we have

$$
\begin{align*}
\tilde{U}_{i t} & =\left(\widehat{r_{m, t}^{2}}-\hat{r}_{m, t} r_{m, t+1}\right) r_{(i), t} \\
& \left.=\left(g_{2, t}-g_{1, t} r_{m, t+1}\right) r_{(i), t}+\left[\widehat{r_{m, t}^{2}}-g_{2, t}\right)-\left(\hat{r_{m, t}}-g_{1, t}\right) r_{m, t+1}\right] r_{(i), t} \\
& \equiv U_{i t}+\left[\left(\widehat{r_{m, t}^{2}}-g_{2, t}\right)-\left(\hat{r_{m, t}}-g_{1, t}\right) r_{m, t+1}\right] r_{(i), t} \tag{B.1}
\end{align*}
$$

where $U_{i t}=\left(g_{2, t}-g_{1, t} r_{m, t+1}\right) r_{(i), t}$.
Substituting Eq. (B.1) into Eq. (26) we get

$$
\begin{align*}
\hat{J}_{n i}^{c}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left\{U_{i t} U_{i s}+2 U_{i t}\left[\left(\widehat{r_{m, s}^{2}}-g_{2, s}\right)-\left(\hat{r}_{m, s}-g_{1, s}\right) r_{m, s+1}\right] r_{(i), s}\right. \\
& +\left[\left(\widehat{r_{m, t}^{2}}-g_{2, t}\right)-\left(\hat{r}_{m, t}-g_{1, t}\right) r_{m, t+1}\right] r_{(i), t}\left[\left(\widehat{r_{m, s}^{2}}-g_{2, s}\right)\right. \\
& \left.\left.-\left(\hat{r}_{m, s}-g_{1, s}\right) r_{m, s+1}\right] r_{(i), s}\right\} \widetilde{f}_{t} \tilde{f}_{s} K_{t s} \equiv J_{n i, 1}^{c}+2 J_{n i, 2}^{c}+J_{n i, 3}^{c}, \tag{B.2}
\end{align*}
$$

where $J_{n i, 1}^{c}=\left(1 / n(n-1) h^{d}\right) \sum_{t} \sum_{s \neq t} U_{i t} U_{i s} \widetilde{\mathcal{F}}_{t} \tilde{f}_{s} K_{t s}$ and the definitions of $J_{n i, 2}^{c}$ and $J_{n i, 3}$ should be apparent.

First for $J_{n i, 1}^{c}$. Comparing $J_{n i, 1}^{c}$ with the $J_{n 2}$ term of Lemma A.2, we immediately know that $n h^{d / 2} J_{n i, 1}^{c} \rightarrow \mathrm{~N}\left(0,\left(\Omega_{c}\right)_{i i}\right)$ in distribution (by the same proof of Lemma A. 2 (i)), where $\left(\Omega_{c}\right)_{i i}$ is the $i$ th diagonal element of $\Omega_{c}$ as defined in Theorem 5.1.

Next, to evaluate the order of $J_{n i, 2}^{c}$. Define $v_{1, t}=r_{m, t+1}-$ $\mathrm{E}\left[r_{m, t+1} \mid X_{t}\right] \equiv r_{m, t+1}-g_{1, t} \quad$ and $\quad v_{2, t}=r_{m, t+1}^{2}-\mathrm{E}\left[r_{m, t+1}^{2} \mid X_{t}\right] \equiv r_{m, t+1}^{2}-g_{2, t}$. Also define $\quad \hat{g}_{1, t}=\left(n a^{d}\right)^{-1} \sum_{s \neq t} g_{1, s} L_{t s}\left|\hat{f}_{t}, \quad \hat{g}_{2, t}=\left(n a^{d}\right)^{-1} \sum_{s \neq t} g_{2, s} L_{t s}\right| \hat{f}_{t}, \quad \hat{v}_{1, t}=$ $\left(n a^{d}\right)^{-1} \sum_{s \neq t} v_{1, s} L_{t s} / \tilde{f}_{t}$, and $\hat{v}_{2, t}=\left(n a^{d}\right)^{-1} \sum_{s \neq t} v_{2, s} L_{t s} / \tilde{f}_{t}$.

Then obviously we have

$$
\begin{equation*}
\hat{r}_{m, t}=\hat{g}_{1, t}+\hat{v}_{1, t} \quad \text { and } \quad \widehat{r_{m, t}}=\hat{g}_{2, t}+\hat{v}_{2, t} . \tag{B.3}
\end{equation*}
$$

Using Eq. (B.3), we have

$$
\begin{aligned}
J_{n i, 2}^{c}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} U_{i t}\left\{\left(\hat{f}_{2, s}-g_{2, s}\right)+\hat{v}_{2, s}-\left[\left(\hat{g}_{1, s}-g_{1, s}\right)\right.\right. \\
& \left.\left.+\hat{v}_{1, s} r_{m, s+1}\right]\right\} r_{(i), s} \tilde{f}_{t} \tilde{f}_{s} \\
& =\frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} U_{i t}\left\{\left(\hat{g}_{2, s}-g_{2, s}\right)\right. \\
& \left.+\hat{v}_{2, s}-\left(\hat{g}_{1, s}-g_{1, s}\right) r_{m, s+1}-\hat{v}_{1, s} r_{m, s+1}\right\} r_{(i), s} \tilde{f}_{t} \tilde{f}_{s} \\
& \equiv D_{1 n}+D_{2 n}-D_{3 n}-D_{4 n} . \\
D_{1 n}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t} U_{i t}\left(\hat{g}_{2, s}-g_{2, s} \tilde{f}_{t} \tilde{f}_{s}\right. \\
& =\mathrm{O}_{\mathrm{p}}\left(a^{2 v}+\left(n a^{d}\right)^{-1}\right)=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)
\end{aligned}
$$

by the same proof as Lemma A.4. $D_{2 n}=\left(1 / n(n-1) h^{d}\right) \sum_{t} \sum_{s \neq t}$ $U_{i t} \hat{v}_{2, s} \tilde{\tilde{f}}_{t} \tilde{f}_{s}=\mathrm{O}_{\mathrm{p}}\left(a^{2 v}+\left(n a^{d}\right)^{-1}\right)=\mathrm{o}_{\mathrm{p}}\left(\left(n n^{d / 2}\right)^{-1}\right)$ by the same proof as Lemma A.6. Similar arguments lead to $D_{3 n}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$ and $D_{4 n}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Thus, $J_{n i, 2}^{c}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
Similarly for $J_{n i, 3}^{c}$, using Eq. (B.3) we have

$$
\begin{aligned}
J_{n i, 3}^{c}= & \frac{1}{n(n-1) h^{d}} \sum_{t} \sum_{s \neq t}\left\{\left[\left(\hat{g}_{2, t}-g_{2, t}\right)+\hat{v}_{2, t}-\left(\hat{g}_{1, t}-g_{1, t}\right) r_{m, t+1}\right.\right. \\
& \left.-\hat{v}_{1, t} r_{m, t+1}\right]\left[\left(\hat{g}_{2, s}-g_{2, s}\right)+\hat{v}_{2, s}-\left(\hat{g}_{1, s}-g_{1, s}\right) r_{m, s+1}\right. \\
& \left.\left.-\hat{v}_{1, s} r_{m, s+1}\right]\right\} r_{(i), t} r_{(i), s} \tilde{f}_{t} \tilde{f}_{s} K_{t s} \\
= & \mathrm{O}_{\mathrm{p}}\left(a^{2 v}+\left(n a^{d}\right)^{-1}\right)=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)
\end{aligned}
$$

by the same proofs as in Lemmas A.1, A. 3 and A. 5.
Summarizing the above, we have proved that

$$
n h^{d / 2} J_{n i}^{c}=n h^{d / 2} J_{n i, 1}^{c}+\mathrm{o}_{\mathrm{p}}(1) \rightarrow \mathrm{N}\left(0,\left(\Omega_{c}\right)_{i i}\right) \quad \text { in distribution. }
$$

Next, let ( $\bar{U}_{i t}, \bar{X}_{t}$ ) denote an independent process that has the same marginal distribution as $\left(U_{i t}, X_{t}\right)$. Also denote $\bar{K}_{t s}=K\left(\left(\bar{X}_{t}-\bar{X}_{s}\right) / h\right)$. Then follow the same arguments as in the proof of Theorem 2.1 of Fan and $\mathrm{Li}(1996 \mathrm{~b})$, it is straightforward to show that the covariance between $n h^{d / 2} \hat{J}_{n i}^{c}$ and $n h^{d / 2} \hat{J}_{n j}^{c}$ is

$$
\begin{aligned}
\operatorname{cov}\left(n h^{d / 2} \hat{J}_{n i}^{c} n h^{d / 2} \hat{J}_{n j}^{c}\right) & =\frac{2}{(n-1)^{2} h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left[U_{i t} U_{j t} U_{i s} U_{j s} K_{t s}^{2}\right]+\mathrm{o}(1) \\
& =\frac{2}{(n-1)^{2} h^{d}} \sum_{t} \sum_{s \neq t} \mathrm{E}\left[\bar{U}_{i t} \bar{U}_{j t} \bar{U}_{i s} \bar{U}_{j s} \bar{K}_{t s}^{2}\right]+\mathrm{o}(1) \\
& =2 \mathrm{E}\left[\bar{U}_{i 1} \bar{U}_{j 1} \bar{U}_{i 2} \bar{U}_{j 2} \bar{K}_{12}^{2}\right]+\mathrm{o}(1) \\
& =2 \mathrm{E}\left[\sigma_{i j}^{2}\left(\bar{X}_{1}\right) \sigma_{i j}^{2}\left(\bar{X}_{2}\right) \bar{K}_{12}^{2}\right]+\mathrm{o}(1) \\
& =2 \mathrm{E}\left[\sigma_{i j}^{4}(X) f(X)\right]\left[\int K^{2}(u) \mathrm{d} u\right]+\mathrm{o}(1)=\left(\Omega_{c}\right)_{i j}+\mathrm{o}(1),
\end{aligned}
$$

where $\sigma_{i j}^{2}(x)=\mathrm{E}\left[U_{i t} U_{j t} \mid X_{t}\right]$.
By the Cramer-Wold device, one can show that for any $c \in R^{p}$ with $\|c\|=1$ (here $\|$.$\| is the Euclidean norm), c^{\prime}\left[n h^{d / 2} \hat{J}_{n}^{c}\right] \rightarrow \mathrm{N}\left(0, c^{\prime} \Omega c\right)$. Therefore, we obtain the desired result that

$$
n h^{d / 2} \hat{J}_{n}^{c} \rightarrow \mathrm{~N}\left(0, \Omega_{c}\right) \quad \text { in distribution. }
$$

Finally $\hat{\Omega}_{c}-\Omega_{c}=o_{p}(1)$ follows similar arguments as in the proof of Lemma A.2(ii). This finishes the proof of Theorem 5.1(i).

## Appendix C. Some useful lemmas

This appendix presents some useful lemmas. Throughout this appendix. We will use the tilde notation to denote independent process. For example, $\left\{\tilde{X}_{t}\right\}_{t=1}^{n}$ is an i.i.d. sequence having the same marginal distribution as $\left\{X_{t}\right\}$. We will use the shorthand notation: $\tilde{r}_{t}=r\left(\tilde{W}_{t}\right)$ and $\tilde{K}_{t, s}=K\left(\left(\tilde{X}_{t}-\tilde{X}_{s}\right) / h\right)$, etc. Also $\quad \mathrm{E}_{t_{1}}\left[A\left(X_{t_{1}}, X_{t_{2}}\right)\right] \equiv \int A\left(X_{t_{1}}, x\right) \mathrm{d} F(x) \quad$ and $\quad \mathrm{E}_{t_{1}, t_{2}}\left[B\left(X_{t_{1}}, X_{t_{2}}, X_{t_{3}}, X_{t_{4}}\right)\right] \equiv$ $\iint A\left(X_{t_{1}}, X_{t_{2}}, x, y\right) \mathrm{d} F_{\mid t_{t}-t_{3}}(x, y)$, where $F(\cdot)$ is the marginal distribution function for $X_{t}$ and $F_{\tau}\left(.\right.$, .) is the joint distribution function for ( $X_{t}, X_{t+\tau}$ ). Like in appendix A, we often use $u_{t}$ for $U_{t}$ and $w_{t}$ for $W_{t}$ to save space. These should not cause any confusions because variables with subscripts always mean random variables even small letter case is used.

Lemma C.1. Let $\xi_{1}, \ldots, \xi_{n}$ be random vectors taking values in $R^{p}$ satisfying an absolute regularity (i.e., $\beta$-mixing) condition and denote by $\beta_{\tau}$ the mixing coefficient (see Appendix $A$ for the definition of $\beta_{\tau}$ ). Let $h\left(x_{1}, \ldots, x_{k}\right)$ be a Borel measurable function such that for some $\delta>0$,

$$
\begin{aligned}
M= & \max \left\{\int_{R^{t p}}\left|h\left(x_{1}, \ldots, x_{k}\right)\right|^{1+\delta} \mathrm{d} F\left(x_{1}, \ldots, x_{k}\right), \iint_{R^{t p}}\left|h\left(x_{1}, \ldots, x_{k}\right)\right|^{1+\delta} \mathrm{d} F^{(1)}\right. \\
& \left.\times\left(x_{1}, \ldots, x_{j}\right) \mathrm{d} F^{(2)}\left(x_{j+1}, \ldots, x_{k}\right)\right\}
\end{aligned}
$$

exists. Then

$$
\begin{aligned}
& \mid \int_{R^{k p}} h\left(x_{1}, \ldots, x_{k}\right) \mathrm{d} F\left(x_{1}, \ldots, x_{k}\right)-\int_{R^{k p}} h\left(x_{1}, \ldots, x_{k}\right) \mathrm{d} F^{(1)}\left(x_{1}, \ldots, x_{j}\right) \mathrm{d} F^{(2)} \\
& \quad\left(x_{j+1}, \ldots, x_{k}\right) \mid \leqslant 4 M^{1 /(1+\delta)} \beta_{\tau}^{\delta /(1+\delta)}
\end{aligned}
$$

where $\tau=i_{j+1}-i_{j}, F, F^{(1)}$, and $F^{(2)}$ are distribution functions of random vectors $\left(\xi_{i_{1}}, \ldots, \xi_{i_{k}}\right),\left(\xi_{i_{1}}, \ldots, \xi_{i_{j}}\right)$, and $\left(\xi_{i_{j+1}}, \ldots, \xi_{i_{k}}\right)$, respectively, and $i_{1}<i_{2}<\cdots<i_{k}$.

Proof. This is Lemma 1 in Yoshihara (1976).

Lemma C.2. Let $r(\cdot) \in \mathscr{G}_{\alpha}^{v}, f_{w} \in \mathscr{G}_{v}^{\alpha}$ and $L(\cdot) \in \mathscr{K}_{v}$, where $v \geqslant 2$ is an integer. $w \in R^{q}$, $a \rightarrow 0$ as $n \rightarrow \infty$. Then
(i) $\mid \mathrm{E}\left[L((W-w) / a)-a^{q} f_{w}(w) \mid \leqslant a^{q+v} D_{f}(w)\right.$, uniformly in $w$,
(ii) $|\mathrm{E}\{[r(W)-r(w)] L((W-w) / a)\}| \leqslant a^{q+v} D_{r}(w)$, uniformly in $w$,
where both $D_{f}(\cdot)$ and $D_{r}(\cdot)$ have finite $\alpha$ th moments.

Proof. (i) and (ii) were proved in Lemmas 4 and 5 of Robinson (1988), respectively.

Leтта C.3. (i) $n^{-1} \sum_{t} \mathrm{E}\left[\left(\hat{r}_{t}-r_{t}\right)^{2} \hat{f}_{w_{t}}^{2}\right]=\mathrm{O}\left(\left(n a^{q}\right)^{-1}+a^{2 v}\right)$.
(ii) $\left.n^{-1} \sum_{t} \mathrm{E}\left[\left(\hat{f}_{w_{t}}-f_{w_{t}}\right)^{2} \eta_{t}^{2}\right]=\mathrm{O}\left(\left(n a^{q}\right)^{-1}\right)+a^{2 v}\right)$, where $\eta_{t}=1$, or $\eta_{t}=u_{t}$ or $\eta_{t}=u_{t}^{2}$.
(iii) $n^{-1} \sum_{t} \mathrm{E}\left[\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2}\right]=\mathrm{O}\left(\left(n a^{q}\right)^{-1}\right)$.

Proof. (i) is proved in the proof of Lemma A. 2 of Fan and Li (1996c). Intuitively this result is easy to understand. It says that the average mean square error (MSE) of $\left(\hat{r}_{t}-r_{t}\right) \hat{f}_{w_{t}}$ is $\mathrm{O}\left(\left(n a^{q}\right)^{-1}+a^{2 v}\right)$. While this is a standard result with independent observations, one can show that the same average MSE convergence rate holds for weakly dependent data.

For (ii), the case $\eta_{t}=u_{t}$ is proved in the proof of Lemma A. 1 of Fan and Li (1996c). By exactly the same proof of Lemma A. 1 of Fan and Li (1996c), one can show that (ii) holds when $\eta_{t}=1$ or $\eta_{t}=u_{t}^{2}$.

Finally (iii) is proved in the proof of Lemma A.4(i) of Fan and Li (1996c).

Lemma C.4. (i) $A_{1 n} \stackrel{\text { def }}{=} n^{-1} \sum_{t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2}\left(\hat{f}_{t}-f_{t}\right)\right]=\mathrm{o}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)=$ $\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
(ii) $A_{2 n} \stackrel{\text { def }}{=} n^{-1} \sum_{t} \mathrm{E}\left[u_{t}^{2}\left(f_{w_{t}}-\hat{f}_{w_{t}}\right)^{2}\left(\hat{f}_{t}-f_{t}\right)\right]=\mathrm{o}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
(iii) $A_{3 n} \stackrel{\text { def }}{=} n^{-2} \sum_{t} \mathrm{E}\left[\hat{u}_{t}^{2} \hat{f}_{w_{t}}^{2}\left(\hat{f}_{t}-f_{t}\right)\right]=\mathrm{o}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)=\mathrm{o}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

Proof of (i). Let $m=[b \log (n)]$ (the integer part of $b \log (n))$ and $b$ is a large positive constant so that $n^{8} \beta_{m}^{\delta /(1+\delta)}=\mathrm{o}(1)$ by (A1)(i).

Using $\quad \hat{r}_{t} \hat{f}_{w_{t}}=\left(1 /(n-1) a^{q}\right) \sum_{i \neq t} r_{i} L_{i t}, \quad \hat{f}_{w_{t}}=\left(1 /(n-1) a^{q}\right) \sum_{i \neq t} L_{i t} \quad$ and $\quad \hat{f}_{t}=$ $\left(1 /(n-1) h^{d}\right) \sum_{s \neq t} K_{t s}$, we have

$$
A_{1 n}=\left(n^{3} a^{2 q}\right)^{-1} \sum_{t} \sum_{i \neq t} \sum_{j \neq t} \mathrm{E}\left\{\left(r_{t}-r_{i}\right) L_{i t}\left(r_{t}-r_{j}\right) L_{j t}\left[n^{-1} \sum_{s \neq t}\left(h^{-d} K_{t s}-f_{t}\right)\right]\right\}
$$

We consider two different cases for $A_{1 n}$ : (a) $\min \{|s-t|,|s-i|,|s-j|\}>m$ and (b) $\min \{|s-t|,|s-i|,|s-j|\} \leqslant m$. We use $A_{1 n(a)}$ and $A_{1 n(b)}$ to denote these two cases. For case (a), denote $K_{x, t}=K\left(\left(x-X_{t}\right) / h\right)$ and use Lemma C.1, we have

$$
\begin{aligned}
A_{1 n(a)} \leqslant & \left.\frac{1}{n^{3} a^{2 q}} \sum_{t} \sum_{i \neq t} \sum_{j \neq t} \right\rvert\, \mathrm{E}\left\{\left[\left(r_{t}-r_{i}\right) L_{i t}\left(r_{t}-r_{j}\right) L_{j t}\right] n^{-1}\right. \\
& \left.\times \sum_{s \neq t} \int\left(h^{-d} K_{x, t}-f_{t}\right) \mathrm{d} F(x)\right\} \mid+4\left(a^{2 q} h^{d}\right)^{-1} M_{n}^{1 /(1+\delta)} \beta_{m}^{\delta /(1+\delta)} \\
\leqslant & C h^{2} n^{-1} \sum_{t} \mathrm{E}\left\{\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2}\right\}+C\left(a^{2 q} h^{d}\right)^{-1} \beta_{m}^{\delta /(1+\delta)} \\
= & \mathrm{O}\left(h^{2}\right) \mathrm{O}_{\mathrm{p}}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)+\mathrm{O}\left(n^{3} \beta_{m}^{\delta /(1+\delta)}\right)
\end{aligned}
$$

where we used facts that $\left.\int\left(h^{-d} K_{x, t}-f_{t}\right) \mathrm{d} F(x)\right\}=\mathrm{O}\left(h^{2}\right)$ and $M_{n} \sim$ $\max _{i \neq t, j \neq t, s \neq t} \mathrm{E}\left[\left|\left(r_{t}-r_{i}\right) L_{i t}\left(r_{t}-r_{j}\right) L_{j t} K_{t s}\right|^{1+\delta} \leqslant C \max _{i \neq t} \mathrm{E}\left[\left(r_{t}-r_{i}\right)^{2(1+\delta)}\right]=\mathrm{O}(1)\right.$ ( $M_{n}$ is the bound function as defined in Lemma C.1).

Next, for case (b), without loss of generality, we assume $|s-t| \leqslant m$. Hence, for any $t, \quad n^{-1} \sum_{|s-t| \leqslant m}\left(h^{-d} K_{t s}-f_{t}\right) \leqslant C n^{-1} m h^{-d}=\mathrm{O}\left(m\left(n h^{d}\right)^{-1}\right)$. Thus, using Lemma C.1, we have $A_{1 n(b)} \leqslant C m\left(n h^{d}\right)^{-1} n^{-1} \sum_{t} \mathrm{E}\left[\left(r_{t}-\hat{r}_{t}\right)^{2} \hat{f}_{w_{t}}^{2}\right]=$ $\mathrm{O}\left(m\left(n h^{d}\right)^{-1}\right) \mathrm{O}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)$ by Lemma C.3(i).

Hence, $A_{1 n}=\mathrm{O}\left(\left(h^{2}+m\left(n h^{d}\right)^{-1}\right)\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)\right)+\mathrm{O}\left(n^{3} \beta_{m}^{\delta(1+\delta)}\right)=\mathrm{o}\left(a^{2 v}+\left(n a^{q}\right)^{-1}\right)$.

Proof of (ii). The proof of (ii) follows the same steps as the proof of (i) above except that we need to cite Lemma C.3(ii) instead of Lemma C.3(i) in the proof.

Proof of (iii). The proof of (iii) is exactly the same as (i) above except that we need to cite Lemma C.3(iii) instead of Lemma C.3(i) in the proof.

Lemma C.5. (i) $B_{1 n} \stackrel{\text { def }}{=}\left(1 / n(n-1) h^{d}\right) \sum_{t} \sum_{s \neq t} u_{t} f_{w_{t}}\left(r_{s}-\hat{r}_{s}\right) \hat{f}_{w_{s}} K_{t s}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
(ii) $B_{2 n} \stackrel{\text { def }}{=}\left(1 / n(n-1) h^{d}\right) \sum_{t} \sum_{s \neq t} u_{t} u_{s}\left(\hat{f}_{w_{t}}-f_{w_{s}}\right) f_{w_{s}} K_{t s}=o_{\mathrm{o}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.
(iii) $B_{3 n} \xlongequal{\text { def }}\left(1 / n(n-1) h^{d}\right) \sum_{t} \sum_{s} \neq t u_{t} f_{w} \hat{u}_{s} \hat{f}_{w_{s}} K_{t s}=\mathrm{o}_{\mathrm{p}}\left(\left(n h^{d / 2}\right)^{-1}\right)$.

In the proofs below $m=[b \log (n)]$ as defined in the proof of Lemma C.4(i).

Proof of (i). Writing $B_{1 n}$ as $\left(n^{3} h^{d} a^{q}\right)^{-1} \sum \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} u_{t_{1}} f_{w_{1}}\left(r_{t_{2}}-r_{t_{3}}\right) L_{t_{2}, t_{3}} K_{t_{1}, t_{2}}$, its second moment is

$$
\begin{aligned}
\mathrm{E} B_{1} \stackrel{\text { def }}{=} & \mathrm{E}\left[B_{1 n}^{2}\right]=\left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} \sum \sum_{t_{4}, t_{5} \neq t_{4}, t_{6} \neq t_{4}} \\
& \times \mathrm{E}\left[u_{t_{1}} f_{w_{t_{4}}}\left(r_{t_{2}}-r_{t_{3}}\right) L_{t_{2}, t_{3}} K_{t_{1}, t_{2}} u_{t_{4}} f_{w_{14}}\left(r_{t_{5}}-r_{t_{6}}\right) L_{t_{5}, t_{6}} K_{t_{4}, t_{s}}\right]
\end{aligned}
$$

We consider four different cases: (a) for all $i$ 's, $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$; (b) for exactly four different $i$ 's, $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$; (c) for exactly three different $i$ 's, $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i ;(\mathrm{d})$ all the other remaining cases. We will use $\mathrm{E} B_{1(s)}$ to denote these cases $(s=a, b, c, d)$.

Using Lemma C.1, we have

$$
\mathrm{E} B_{1(a)} \leqslant 0+C n^{6} \beta_{m}^{\delta /(1+\delta)}=\mathrm{O}\left(n^{6} \beta_{m}^{\delta /(1+\delta)}\right)=\mathrm{O}\left(n^{-2}\right)=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right) .
$$

For case (b), we only need to consider the case $\left|t_{1}-t_{4}\right| \leqslant m$, since otherwise we will have $t_{1}$ or $t_{4}$ is at least $m$ periods away from any other indices and by Lemma C.1, we know it is bounded by $\mathrm{O}\left(n^{6} \beta_{m}^{\delta /(1+\delta)}\right)$. For case (b) with $\left|t_{1}-t_{4}\right| \leqslant m$, we must have $t_{i}$ at least $m$ periods away from any other indices for $i=2,3,5,6$. Hence, use Lemma C. 1 four times and let $t_{-i}$ denote all $t_{j}$ 's with $j \neq i$, we get (recall the tilde notation is for independent random variables),

$$
\begin{aligned}
& \mathrm{E} B_{1(b)} \leqslant\left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum \sum \sum \sum_{\left|t_{i}-t_{-i}\right|>m, i=2,3,5,6,\left|t_{1}-t_{4}\right| \leqslant m} \mathrm{E}\left\{u_{t_{1}} u_{t_{4}} f_{w_{t_{1}}} f_{w_{t_{4}}}\right. \\
& \left.\times \mathrm{E}_{t_{1}}\left[\left(\tilde{r}_{t_{2}}-\tilde{r}_{t_{3}}\right) \tilde{L}_{t_{2}, t_{3}} \tilde{K}_{t_{1}, t_{2}}\right] \mathrm{E}_{t_{4}}\left[\left(\tilde{r}_{t_{5}}-\tilde{r}_{t_{6}}\right) \tilde{L}_{t_{5}, t_{6}} \tilde{K}_{t_{4}, t_{5}}\right]\right\} \\
& +C n^{6} \beta_{m}^{\delta /(1+\delta)} \leqslant C n^{2} a^{2(q+v)}\left(n^{3} h^{d} a^{q}\right)^{-2} \sum_{\left|t_{4}-t_{1}\right| \leqslant m} \sum_{t_{2} \neq t_{5}} \sum \\
& \times \mathrm{E}\left\{\left|u_{t_{1}} u_{t_{4}}\right| \mathrm{E}_{t_{1}}\left[D_{r}\left(w_{t_{2}}\right) K_{t_{1}, t_{2}}\right] \mathrm{E}_{t_{4}}\left[D_{r}\left(w_{t_{5}}\right) K_{t_{4}, t_{5}}\right]\right\} \\
& +C n^{6} \beta_{m}^{\delta /(1+\delta)} \leqslant C n^{4} a^{2(q+v)} h^{2 d}\left(n^{3} h^{d} a^{q}\right)^{-2} \sum_{1<\left|t_{4}-t_{1}\right| \leqslant m} \sum_{t_{2} \neq t_{5}} \sum_{1} \\
& \times \mathrm{E}\left\{\left|u_{t_{1}} u_{t_{4}}\right| D_{r}\left(w_{t_{1}}\right) D_{r}\left(w_{t_{4}}\right)\right\} \\
& +C n^{6} \beta_{m}^{\delta /(1+\delta)} \leqslant \mathrm{O}\left(n^{5} m a^{2(q+v)} h^{2 d}\left(n^{3} h^{d} a^{q}\right)^{-2}\right) \\
& +C n^{6} \beta_{m}^{\delta /(1+\delta)}=\mathrm{O}\left(m a^{2 v} n^{-1}\right)+C n^{6} \beta_{m}^{\delta /(1+\delta)}=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$

by Lemma C.2(ii).
For case (c), we only need to consider $\left|t_{1}-t_{4}\right| \leqslant m,\left|t_{i}-t_{1}\right| \leqslant m$ (or $\left.\left|t_{i}-t_{4}\right| \leqslant m\right)$ for exactly one $i \in\{2,3,4,5\}$ since otherwise it will be bounded by $\mathrm{O}\left(n^{6} \beta_{m}^{\delta /(1+\delta)}\right)$ by Lemma C.1. By symmetry we only need to consider $i=2$ and $i=3$. First for $i=2$, using Lemma C. 1 three times, we have

$$
\begin{aligned}
\mathrm{E} B_{1(c)} \leqslant & \left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum \sum \sum \sum \sum_{\text {case }(c)} \mathrm{E}\left\{u_{t_{1}} u_{t_{4}} f_{w_{t_{1}}} f_{w_{t_{4}}} K_{t_{1}, t_{2}}\right. \\
& \left.\times \mathrm{E}_{t_{2}}\left[\left(\tilde{r}_{t_{2}}-\tilde{r}_{t_{3}}\right) \tilde{L}_{t_{2}, t_{3}}\right] \mathrm{E}_{t_{4}}\left[\left(\tilde{r}_{t_{5}}-\tilde{r}_{t_{6}}\right) \tilde{L}_{t_{5}, t_{6}} \tilde{K}_{t_{4}, t_{5}}\right]\right\}+C n^{6} \beta_{m}^{\delta /(1+\delta)}
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & C n^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{\left|t_{1}-t_{4}\right| \leqslant m,\left|t_{2}-t_{1}\right| \leqslant m} \sum_{t_{5} \neq t_{4}} \mathrm{E}\left\{\left|u_{t_{1}} u_{t_{4}}\right| K_{t_{1}, t_{2}} D_{r}\left(w_{t_{2}}\right) \mathrm{E}_{t_{4}}\right. \\
& \left.\times\left[D_{r}\left(w_{t_{5}}\right) K_{t_{4}, t_{5}}\right]\right\} a^{2(q+v)}+, C n^{6} \beta_{m}^{\delta /(1+\delta)} \\
\leqslant & C n^{3}\left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{\left|t_{1}-t_{4}\right| \leqslant m,\left|t_{2}-t_{1}\right| \leqslant m} \\
& \left.\times \mathrm{E}\left\{\left|u_{t_{1}} u_{t_{4}}\right| D_{r}\left(w_{t_{2}}\right) D_{r}\left(w_{t_{4}}\right)\right]\right\} a^{2(q+v)} h^{d}+C n^{6} \beta_{m}^{\delta /(1+\delta)} \\
= & \mathrm{O}\left(n^{4} m^{2} a^{2(q+v)} h^{d}\left(n^{3} h^{d} a^{q}\right)^{-2}\right)+C n^{6} \beta_{m}^{\delta /(1+\delta)} \\
= & \left(n^{2} h^{d}\right)^{-1} \mathrm{O}\left(m^{2} a^{2 v}\right)+C n^{6} \beta_{m}^{\delta /(1+\delta)}=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$

by Lemma C.2(ii).
Similarly for $i=3$, using Lemma C. 1 three times, we get

$$
\begin{aligned}
\mathrm{E} B_{1(c)} \leqslant & \left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum \sum \sum \sum_{\text {case }(c)} \sum \mathrm{E}\left\{u_{t_{1}} u_{t_{4}} f_{w_{t}} f_{w_{t_{4}}}\right. \\
& \left.\times \mathrm{E}_{t_{1}, t_{3}}\left[\left(r_{t_{2}}-r_{t_{3}}\right) L_{t_{2}, t_{3}} K_{t_{1}, t_{2}}\right] \mathrm{E}_{t_{4}}\left[\left(\tilde{r}_{t_{5}}-\tilde{r}_{t_{6}}\right) \tilde{L}_{t_{5}, t_{6}} \tilde{\mathrm{~K}}_{t_{4}, t_{5}}\right]\right\}+C n^{6} \beta_{m}^{\delta /(1+\delta)} \\
\leqslant & C n^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{\left|t_{4}-t_{1}\right| \leqslant m,\left|t_{3}-t_{1}\right| \leqslant m} \sum_{t_{5} \neq t_{4}} \mathrm{E}\left\{| u _ { t _ { 1 } } u _ { t _ { 4 } | } | \left(\left|r_{t_{1}}\right|\right.\right. \\
& +\left\lvert\, r_{\left.\left.t_{3} \mid\right) \mathrm{E}_{t_{4}}\left[D_{r}\left(w_{t_{5}}\right) K_{t_{4}, t_{5}}\right]\right\} a^{(q+v)} h^{d}+C n^{6} \beta_{m}^{\delta /(1+\delta)}} \begin{aligned}
& C n^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{\left|t_{4}-t_{1}\right| \leqslant m,\left|t_{3}-t_{1}\right| \leqslant m} \mathrm{E}\left\{| u _ { t _ { 1 } } u _ { t _ { 4 } } | \left(\left|r_{t_{1}}\right|\right.\right. \\
& \left.\left.\left.+\left|r_{t_{3}}\right|\right) D_{r}\left(w_{t_{5}}\right)\right]\right\} a^{(q+v)} h^{2 d}+C n^{6} \beta_{m}^{\delta /(1+\delta)} \\
= & \left(n^{2} a^{q}\right)^{-1} \mathrm{O}\left(m^{2} a^{v}\right)+C n^{6} \beta_{m}^{\delta /(1+\delta)}=\mathrm{o}\left(\left(n^{2} a^{q}\right)^{-1}\right)=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}\right.
\end{aligned}
$$

by Lemma C.2(ii).
Note that case (d) has at most $n^{3} m^{3}$ terms, then using Lemma C.1, it is straightforward to show that

$$
\mathrm{E} B_{1(d)} \leqslant C m^{3} n^{3}\left(n^{3} h^{d} a^{q}\right)^{-2}\left[\mathrm{O}\left(a^{q+v} h^{d}+h^{2 d}\right)+\mathrm{O}\left(n^{6} \beta_{m}^{\delta /(1+\delta)}\right)\right]=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
$$

Proof of (ii). $B_{2 n}=\left(n^{3} h^{d} a^{q}\right)^{-1} \sum \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{2}} u_{t_{1}} u_{t_{2}}\left(L_{t_{1}, t_{3}}-a^{q} f_{t_{1}}\right) K_{t_{1}, t_{2}}$, its second moment is

$$
\begin{aligned}
& \mathrm{E} B_{2} \stackrel{\text { def }}{=} \mathrm{E}\left[B_{2 n}^{2}\right]=\left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} * t_{2}} \sum \sum_{t_{4}, t_{5} \neq t_{4}, t_{6} \neq t_{4}} \\
& \mathrm{E}\left\{u_{t_{1}} u_{t_{2}}\left(L_{t_{1}, t_{3}}-a^{q} f_{t_{1}}\right) K_{t_{1}, t_{2}} u_{t_{4}} u_{t_{5}}\left(L_{t_{4}, t_{6}}-a^{q} f_{t_{4}}\right) K_{t_{4}, t_{5}}\right\}
\end{aligned}
$$

We consider three different cases for $\mathrm{E} B_{2}$. (a) for at least three different $i$ 's, $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$; (b) for exactly two different $i$ 's, $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$; and (c) all the remaining cases.

Note that for case (a) $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$ holds for at least one $i \in\{1,2,4,5\}$, hence using Lemma C.1, we have $E B_{2(a)} \leqslant 0+C n^{6} \beta_{m}^{\delta /(1+\delta)}=$ $\mathrm{O}\left(n^{6} \beta_{m}^{s /(1+\delta)}\right)$.

For case (b) we only need to consider $\left|t_{3}-t_{i}\right|>m$ for all $i \neq 3$ and $\left|t_{6}-t_{j}\right|>m$ for all $j \neq 6$ since otherwise $\mathrm{E} B_{2(b)}$ will be bounded by $\mathrm{O}\left(n^{6} \beta_{m}^{\delta /(1+\delta)}\right)$ by Lemma C.1. Case (b) have $n^{4} m^{2}$ terms and they correspond to either (i) $\left|t_{1}-t_{4}\right| \leqslant m$ and $\left|t_{2}-t_{5}\right| \leqslant m$, or (ii) $\left|t_{1}-t_{2}\right| \leqslant m$ and $\left|t_{4}-t_{5}\right| \leqslant m$. We use $\mathrm{E} B_{2(b i))}$ and $\mathrm{E} B_{2(b i i i)}$ to denote these two subcases.

Using Lemma C. 1 four times, we have

$$
\begin{aligned}
\mathrm{E} B_{2(b(i))} \leqslant & \left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} \sum \sum_{t_{4}, t_{5} \neq t_{4}, t_{6} \neq t_{4}} \\
& \times \mathrm{E}\left\{u_{t_{1}} u_{t_{4}} \mathrm{E}_{t_{1}, t_{4}}\left[u_{t_{2}} u_{t_{5}} K_{t_{1}, t_{2}} K_{t_{4}, t_{s}}\right]\left[\mathrm{E}_{t_{1}}\left(L_{t_{1}, t_{3}}-a^{q} f_{t_{1}}\right)\right]\right. \\
& \left.\times\left[\mathrm{E}_{t_{4}}\left(L_{t_{4}, t_{6}}-a^{q} f_{t_{4}}\right)\right]\right\} \leqslant C n^{4} m^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \mathrm{O}\left(a^{2(q+v)} h^{d}\right) \\
= & \mathrm{O}\left(m^{2} a^{2 v}\left(n^{2} h^{d}\right)^{-1}\right)=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$

by Lemma C.2(i) and that $\mathrm{E}_{t_{1}, t_{4}}\left[u_{t_{2}} u_{t_{5}} K_{t_{1}, t_{2}} K_{t_{4}, t_{5}}\right] \leqslant\left\{\mathrm{E}\left[u_{t_{2}}^{2} u_{t_{5}}^{2}\right] \mathrm{E}_{t_{1}, t_{4}}\right.$ $\left.\left[K_{t_{1}, t_{2}}^{2} K_{t_{4}, t_{s}}^{2}\right]\right\}^{1 / 2}=\mathrm{O}\left(h^{d}\right)$.

Similarly we have, by Lemma C.1,

$$
\begin{aligned}
\mathrm{E} B_{2(b(i i))} \leqslant & \left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} \sum \sum_{t_{4}, t_{5} \neq t_{4}, t_{6} \neq t_{4}} \sum \\
& \times \mathrm{E}\left\{u_{t_{1}} u_{t_{2}} K_{t_{1}, t_{2}}\left[\mathrm{E}_{t_{1}}\left(L_{t_{1}, t_{3}}-a^{q} f_{t_{1}}\right)\right]\right\} \mathrm{E}\left\{u_{t_{4}} u_{t_{5}} K_{t_{4}, t_{5}}\left[\mathrm{E}_{t_{4}}\left(L_{t_{4}, t_{6}}-a^{q} f_{t_{4}}\right)\right]\right\}
\end{aligned}
$$

$$
\begin{aligned}
\leqslant & C n^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \sum_{t_{1}, t_{2} \neq t_{1}} \sum_{t_{4}, t_{5} \neq t_{4}} \sum \\
& \times \mathrm{E}\left[\left|u_{t_{1}} u_{t_{2}}\right| K_{t_{1}, t_{2}} D_{f}\left(w_{t_{1}}\right)\right] \mathrm{E}\left[\left|u_{t_{4}} u_{t_{5}}\right| K_{t_{4}, t_{5}} D_{f}\left(w_{t_{4}}\right)\right] a^{2(q+v)} \\
= & C n^{4} m^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \mathrm{O}\left(a^{2(q+v)} h^{q}\right)=\left(n^{2} h^{d}\right)^{-1} \mathrm{O}\left(m^{2} a^{2 v}\right)=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$

by Lemma C.2(i) and the fact that $\mathrm{E}\left[u_{t_{1}} u_{t_{2}} K_{t_{1}, t_{2}}\right] \leqslant\left\{\mathrm{E}\left[u_{t_{1}}^{2} u_{t_{2}}^{2}\right]\right.$ $\left.\mathrm{E}\left[K_{t_{1}, t_{2}}^{2}\right]\right\}^{1 / 2}=\mathrm{O}\left(h^{d / 2}\right)$.

Finally note that for case (c), it has at most $n^{3} m^{3}$ terms and using Lemma C.1, it is easy to show that

$$
\begin{aligned}
\mathrm{E} B_{2(c)} & \leqslant C n^{3} m^{3}\left(n^{3} h^{d} a^{q}\right)^{-2} \mathrm{O}\left(a^{(q+v)} h^{d}+h^{2 d}\right) \\
& =\left(n^{2} h^{d}\right)^{-1} m^{3} \mathrm{O}\left(a^{v}\left(n h^{d}\right)^{-1}+\left(n a^{2 q}\right)^{-1}\right)=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$

Proof of (iii). $B_{3 n}=\left(n^{3} h^{d} a^{q}\right)^{-1} \sum \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} u_{t_{1}} f_{w_{t_{1}}} u_{t_{2}} L_{t_{1}, t_{2}} K_{t_{1}, t_{3}}$, its second moment is

$$
\begin{aligned}
\mathrm{E} B_{3} \stackrel{\text { def }}{=} \mathrm{E} & {\left[B_{3 n}^{2}\right] \leqslant\left(n^{3} h^{d} a^{q}\right)^{-2}\left\{\sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} \sum_{t_{4}, t_{5} \neq t_{4}, t_{6} \neq t_{4}}\right.} \\
& \times \mathrm{E}\left\{u_{t_{1}} u_{t_{2}} L_{t_{1}, t_{2}} K_{t_{1}, t_{3}} u_{t_{4}} u_{t_{5}} L_{t_{4}, t_{5}} K_{t_{4}, t_{6}}\right\}
\end{aligned}
$$

The proof of $\mathrm{E} B_{3}=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)$ is very similar to the proof of $\mathrm{E} B_{2}=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)$. We consider three cases: (a) for at least three different $i$ 's, $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$; (b) for exactly two different $i$ 's, $\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$; and (c) all the remaining cases.

By Lemma C.1, we have

$$
\mathrm{E} B_{3(a)} \leqslant 0+C n^{6} \beta_{m}^{\delta /(1+\delta)}=\mathrm{O}\left(n^{6} \beta_{m}^{\delta /(1+\delta)}\right)
$$

For case (b), we only need to consider for $i=3$ and $6,\left|t_{i}-t_{j}\right|>m$ for all $j \neq i$. Two subcases are, (i) $\left|t_{1}-t_{4}\right| \leqslant m$ and $\left|t_{2}-t_{5}\right| \leqslant m$, and (ii) $\left|t_{1}-t_{2}\right| \leqslant m$ and $\left|t_{4}-t_{5}\right| \leqslant m$. We use $\mathrm{E} B_{3(b(i))}$ and $\mathrm{E} B_{3(b(i))}$ to denote these two subcases.

Using Lemma C. 1 four times, we have

$$
\begin{aligned}
\mathrm{E} B_{3(b(i))} \leqslant & \left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} \sum_{t_{4}, t_{5} \neq t_{4}, t_{6} \neq t_{4}, \text { sub-case }(i)} \\
& \times \mathrm{E}\left\{u_{t_{1}} u_{t_{4}} \mathrm{E}_{t_{1}, t_{4}}\left[u_{t_{2}} u_{t_{5}} L_{t_{1}, t_{2}} L_{t_{4}, t_{5}}\right]\left[\mathrm{E}_{t_{1}} K_{t_{1}, t_{3}}\right]\left[\mathrm{E}_{t_{4}} K_{t_{1}, t_{6}}\right]\right\} \\
\leqslant & C n^{4} m^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \mathrm{O}\left(h^{2 d}\right)=\mathrm{O}\left(\left(n^{2} h^{d}\right)^{-1} m^{2} h^{d}\left(n a^{2 q}\right)^{-1}\right) \\
= & \mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$

by the facts that $\mathrm{E}_{t_{1}}\left[K_{t_{1}, t_{3}}\right]=\mathrm{O}\left(h^{d}\right)$ and $\mathrm{E}_{t_{1}, t_{4}}\left[u_{t_{2}} u_{t_{5}} L_{t_{1}, t_{2}} L_{t_{4}, t_{5}}\right] \leqslant$ $C E\left[\left|u_{t_{2}} u_{t_{5}}\right|\right]=\mathrm{O}(1)$.

Similarly we have, by Lemma C.1,

$$
\begin{aligned}
\mathrm{E} B_{3(b(i i))} \leqslant & \left(n^{3} h^{d} a^{q}\right)^{-2} \sum \sum_{t_{1}, t_{2} \neq t_{1}, t_{3} \neq t_{1}} \sum \sum_{t_{4}, t_{5} \neq t_{4}, t_{6} \neq t_{4}, \text { sub-case }(i i)} \\
& \times \mathrm{E}\left\{u_{t_{1}} u_{t_{2}} L_{t_{1}, t_{2}} \mathrm{E}_{t_{1}}\left[K_{t_{1}, t_{3}}\right]\right\} \mathrm{E}\left\{u_{t_{4}} u_{t_{5}} L_{t_{4}, t_{5}} \mathrm{E}_{t_{4}}\left[K_{t_{4}, t_{6}}\right]\right\} \\
& \times C n^{4} m^{2}\left(n^{3} h^{d} a^{q}\right)^{-2} \mathrm{O}\left(h^{2 d} a^{q}\right)=\left(n^{2} h^{d}\right)^{-1} \mathrm{O}\left(m^{2} h^{d} a^{-q}\right) \\
= & \mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$

by the facts that $\mathrm{E}_{t_{1}}\left[K_{t_{1}, t_{3}}\right]=\mathrm{O}\left(h^{d}\right)$ and $\mathrm{E}\left[\left|u_{t_{4}} u_{t_{5}} L_{t_{4}, t_{5}}\right|\right] \leqslant\left\{\mathrm{E}\left[u_{t_{4}}^{2} u_{t_{5}}^{2}\right]\right.$ $\left.\mathrm{E}\left[L_{t_{4}, t_{\mathrm{s}}}^{2}\right]\right\}^{1 / 2}=\mathrm{O}\left(a^{q / 2}\right)$.

Finally note that for case (c), it has at most $n^{3} m^{3}$ terms and using Lemma C.1, it is easy to show that

$$
\begin{aligned}
\mathrm{E} B_{3(c)} & \leqslant \mathrm{C} n^{3} m^{3}\left(n^{3} h^{d} a^{q}\right)^{-2} \mathrm{O}\left(a^{(q+v)} h^{d}+h^{2 d}\right) \\
& =\left(n^{2} h^{d}\right)^{-1} m^{3} \mathrm{O}\left(a^{v}\left(n h^{d}\right)^{-1}+\left(n a^{2 q}\right)^{-1}\right)=\mathrm{o}\left(\left(n^{2} h^{d}\right)^{-1}\right)
\end{aligned}
$$
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[^0]:    * Tel.: 5198244120 x8945; Fax: 519763 8497; e-mail: qi@css.uoguelph.ca.
    ${ }^{1}$ Bierens (1982) was the first to give a consistent conditional moment model specification test, see also Bierens and Ploberger (1997) and the references therein. Using nonparametric estimation technique to construct consistent model specification tests was first suggested by Ullah (1985). Robinson (1989) was the first to propose some nonparametric tests for time-series models.

[^1]:    ${ }^{2} J_{n}$ can be viewed as a conditional moment test with the weight function given by $\mathrm{E}\left(\varepsilon_{t} \mid X_{t}\right) f\left(X_{t}\right)$, see Newey (1985) and Tauchen (1985).

[^2]:    ${ }^{3}$ Although Denker and Keller (1983) provide bounds for finite order U-statistics with mixing data, their results are not sharp enough to deliver the results we need.

[^3]:    ${ }^{4}$ As correctly pointed out by a referee, one can use any $\sqrt{n}$-consistent estimator of $\gamma$, not necessarily the one given in Eq. (11), the proof of Theorem 4.1 below remains unchanged. Here we choose Eq. (11) because the regularity conditions that ensure $\hat{\gamma}-\gamma_{0}=\mathrm{O}_{\mathrm{p}}\left(n^{-1 / 2}\right)$ are quite weak, see Theorem 2.1 of Fan and Li (1996c).

