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a b s t r a c t

This paper studies functional coefficient regression models with nonstationary time series data, allowing
also for stationary covariates. A local linear fitting scheme is developed to estimate the coefficient
functions. The asymptotic distributions of the estimators are obtained, showing different convergence
rates for the stationary and nonstationary covariates. A two-stage approach is proposed to achieve
estimation optimality in the sense ofminimizing the asymptoticmean squared error.When the coefficient
function is a function of a nonstationary variable, the new findings are that the asymptotic bias of its
nonparametric estimator is the same as the stationary covariate case but convergence rate differs, and
further, the asymptotic distribution is a mixed normal, associated with the local time of a standard
Brownian motion. The asymptotic behavior at boundaries is also investigated.
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1. Introduction

Nonparametric estimation techniques offer numerous advan-
tages relative to parametric techniques, due mainly to their flexi-
bility and robustness to functional formmisspecification, and have
been embraced by applied researchers in social, behavioral and
economic sciences. Asymptotic theory underlying nonparametric
estimators and test statistics for many commonly usedmodels has
been well established for independent and identically distributed
(iid) data as well as for weakly dependence data. However, little is
known about the behavior with nonstationary (in particular, inte-
grated with order one, denoted by I(1)) data, which have predomi-
nately beenmodeled linearly. The early nonparametric asymptotic
analyses with nonstationary data include Phillips and Park (1998),
Park and Hahn (1999), Chang and Martinez-Chombo (2003) and
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Juhl (2005). Phillips and Park (1998) and Juhl (2005) considered
nonparametric estimation of regressionmodelswhen the true data
generating process is a linear unit root process, while the others
considered the models linearized in the nonstationary variables.
More recently,1Wang and Phillips (forthcoming, 2008) considered
nonparametric estimation of a regression model with an I(1) re-
gressor and Xiao (forthcoming) considered a varying coefficient
modelwith I(1) regressors appearing in the parametric component
of themodel. Finally, Karlsen et al. (2007) considered nonparamet-
ric estimation of a regressionmodel for a different (amore general)
type of nonstationary processes, a subclass of the class of null re-
current Markov chains.
In this paper,we tackle amore general set-up for a class of semi-

parametricmodelswith non-stationary covariates. Specifically, we
focus on the popular varying coefficient regression model with
some nonstationary covariates

Yt = β(Zt)T Xt + εt , 1 ≤ t ≤ n, (1.1)

where Yt , Zt and εt are scalar, Xt = (Xt1, . . . , Xtd)T is a vector
of covariates with dimension d, β(·) is a d × 1 column vector
function, and the superscript T denotes transpose of a matrix. For
ease notation, we assume that Zt is univariate case. Extension
to multivariate Zt involves fundamentally no new ideas but

1 The first version of this paper was written independently of these recent works
on nonparametric estimation of regression models with non-stationary covariates.
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complicated notations. We observe (Yt , Xt , Zt) for t = 1, . . . , n.
When {(Xt , Zt , εt)} is stationary (denoted by I(0)) or iid, various
versions of (1.1) have been considered by many authors, including
but not limited to, for example, Chen and Tsay (1993), Hastie and
Tibshirani (1993), Cai et al. (2000), Li et al. (2002), and among
others. When εt is stationary and Zt = t , Eq. (1.1) has been tackled
by Robinson (1989, 1991), Cai (2007) and Chen andHong (2007) for
stationary Xt , by Park and Hahn (1999) and Chang and Martinez-
Chombo (2003) for nonstationary Xt , and by Cai and Wang (2008)
for nearly integrated Xt . When Xt = 1 and Zt is I(1), Eq. (1.1)
becomes a standard univariate nonparametric regressionmodel as
considered by Wang and Phillips (forthcoming, 2008) and Karlsen
et al. (2007). Finally, when Zt is I(0) and Xt is I(1), model (1.1)
reduces to the case considered by Xiao (forthcoming).
The advantage of a varying coefficient model specification,

compared with an unrestricted nonparametric regression, is that
it attenuates the ‘‘curse of dimensionality’’ problem. It also
includes many popular semiparametric models as special cases.
For example, when Xt contains a constant, say the first component
Xt1 = 1, we can write XTt = (1, X̃Tt ). Further, if the coefficient
vector associated with X̃t is a vector of constants, say γ , then
the varying coefficient model reduces to a partially linear model
E(Yt |Xt , Zt) = β1(Zt)+ X̃Tt γ ; see, e.g., Robinson (1988).
The remainder of the paper is organized as follows: Section 2

discusses the case when Zt is stationary. Here, local linear estima-
tors of coefficient functions are developed, and their asymptotic
properties are established. A two-step estimation procedure is also
proposed when some covariates are nonstationary and the rest are
stationary. Section 3 considers the case when Zt is nonstationary.
Nonparametric kernel smoothing of the coefficient functions is de-
veloped and its asymptotic behavior is investigated. Concluding re-
marks are presented in Section 4. Proofs of the main results of the
paper are given in two Appendices.

2. Models with stationary Zt

We consider first the case when some or all components of Xt
are I(1) and Zt is strictly stationary. For expositional simplicity, we
re-express (1.1) as the following varying coefficient model

Yt = β(Zt)T Xt + εt = β1(Zt)T Xt1 + β2(Zt)T Xt2 + εt ,
1 ≤ t ≤ n, (2.1)

where Xt1, Zt , and εt are stationary, Xt2 is an I(1) vector, β(Zt) =
(β1(Zt)T, β2(Zt)T)T, and Xt = (XTt1, X

T
t2)
T, where Xti is a di × 1

vector, i = 1, 2, d1 + d2 = d, and the first component of Xt1 is
identically one. In what follows, we assume that E(εt | Xt , Zt) = 0
which implies that Xt and Zt are uncorrelated with εt . Note that Yt
is allowed to be stationary or nonstationary. For example, model
(2.1) can be applied to the analysis of purchasing power of parity,
in which XTt2 = (Pt , P∗t , Et) (and no Xt1), where Pt and P

∗
t are

the price levels of the domestic and a foreign country, Et is the
exchange rate between the domestic and the foreign currencies,
and Zt = It − I∗t is the difference between the domestic interest
rate It and the foreign interest rate I∗t . Then if Yt is an I(0) variable,
we say that Pt , P∗t and Et are co-integratedwith a varying coefficient
co-integration vector β(Zt) which is a vector of smooth functions
of Zt . This setting is more general than the usual assumption that
β is a vector of constant parameters in the usual purchasing power
of parity analysis.

2.1. Local linear estimation

It is well known in the literature; see, e.g., Fan and Gijbels
(1996), that a local linear fitting has several nice properties,
over the classical Nadaraya–Watson (local constant) method, such
as high statistical efficiency in an asymptotic minimax sense,
design-adaptation, and automatic edge correction. We estimate
β(·) using a local linear fitting from observations {(Xt , Zt , Yt)}nt=1.
We assume throughout the paper that β(·) is twice continuously
differentiable, so that for any given grid point z, we use a local
approximation as β(z) + β(1)(z) (Zt − z) to approximate β(Zt),
where β(s)(z) = dsβ(z)/dzs. Define(
θ̂0
θ̂1

)
= argminθ0,θ1

n∑
t=1

[
Yt − θT0 Xt − (Zt − z) θ

T
1 Xt

]2
× Kh(Zt − z), (2.2)

where Kh(u) = h−1K(u/h), K(·) is a kernel function satisfying
Assumption A3 below, θ̂0 = β̂(z) estimates β(z), and θ̂1 = β̂(1)(z)
estimates β(1)(z). Then, β̂(z) and β̂(1)(z) can be expressed as(
β̂(z)
β̂(1)(z)

)
=

[
n∑
t=1

(
Xt

(Zt − z) Xt

)⊗2
Kh(Zt − z)

]−1

×

n∑
t=1

(
Xt

(Zt − z)Xt

)
Yt Kh(Zt − z), (2.3)

where A⊗2 = A AT (A⊗1 = A) for a vector or matrix A.

2.2. Notations and assumptions

Since Xt2 is a vector of I(1) processes, it can be re-expressed as
Xt2 = Xt−1,2 + ηt = X02 +

∑t
s=1 ηs (t ≥ 1), where {ηs} is an I(0)

process with mean zero and varianceΩη . Then,

X[nr]2
√
n
≡
Xt2
√
n
=
X0,2
√
n
+
1
√
n

t∑
s=1

ηs =
X0,2
√
n
+
1
√
n

[nr]∑
s=1

ηs,

where r = t/n and [x] denotes the integer part of x. Under
some regularity conditions, Donsker’s theorem; see, for example,
Theorems 14.1 and 19.2 in Billingsley (1999) for iid ηt and ρ-
mixing ηt , respectively, generalizes in an obvious way to the
multivariate cases and leads to

X[nr]2/
√
n H⇒ Wη,2(r) as n→∞, (2.4)

whereWη,2(·) is a d2-dimensional Brownianmotion on [0, 1]with
covariance matrixΣη and ‘‘H⇒’’ represents weak convergence. In
particular, it follows fromMerlevéde et al. (2006) that (2.4) holds if
{ηt} is a stationary strong (α-)mixing sequence satisfying, for some
δ0 > 0,

E|ηt |2+δ0 <∞, and
∞∑
k=1

k(2+δ0)/δ0 α(k) <∞, (2.5)

where α(·) is the mixing coefficient; see, e.g., Hall and Heyde
(1980) formore discussion onα-mixing process. Also, for any Borel
measurable and totally Lebesgue integrable function Γ (·), one has

1
n

n∑
t=1

Γ (X[nr]2/
√
n)

d
−→

∫ 1

0
Γ (Wη,2(s))ds as n→∞,

where
d
−→ denotes the convergence in distribution, so that, for

l = 1, 2,

1
n

n∑
t=1

(
Xt2/
√
n
)⊗l d
−→

∫ 1

0
[Wη,2(r)]⊗ldr ≡ W

(l)
η,2 as n→∞;

(2.6)

see Theorem 1.2 in Berkes and Horváth (2006) for details. Under
stronger regularity conditions, (2.4) can be strengthened to the
following strong approximation result

sup
0≤r≤1

‖X[nr]2/
√
n−Wη,2(r)‖ = O(n−θ∗ logλ∗(n)) (2.7)
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almost surely, where ‖ · ‖ is the usual L2 norm in Rd2 , θ∗ =
(1/2)−1/(2+δ∗) andλ∗ = λ∗(δ∗) > 0 is a function of δ∗, provided
that {ηt} is a stationary strong mixing sequence satisfying that, for
some γ∗ > 2+ δ∗ with 0 < δ∗ ≤ 2,

E|ηt |γ∗ <∞, and
∞∑
n=1

α(n)1/(2+δ∗)−1/γ∗ <∞; (2.8)

see Theorem 4.1 in Shao and Lu (1987) and Einmahl (1987) for
details. It is not hard to see that assumption (2.8) is stronger than
(2.5). This is not surprising, since strong approximation in (2.7)
usually requires stronger assumptions than weak convergence as
in (2.4). Finally, note that if {ηt} is iid and has a finite γ∗-thmoment
(γ∗ > 2), then the right hand side of (2.7) becomes o(n−θ∗),
where θ∗ = (1/2) − 1/γ∗; see, e.g., Csörgő and Révés (1981,
p. 107). We assume throughout the paper that the sequence {ηt}
is stationary α-mixing and satisfies either (2.5) or (2.8). Note that
either (2.5) or (2.8) ensures that limn→∞ Var(n−1/2

∑n
t=1 ηt) exists

and is finite by Davydov’s inequality for an α-mixing process; see,
e.g., Corollary A.2 in Hall and Heyde (1980).
Next, we give regularity conditions for the asymptotic distribu-

tion of β̂(z). We introduce the following notations. Let fz(z) de-
note the marginal density of Zt . Define Mk(z) = E

[
X⊗kt1 | Zt = z

]
for k = 1 and 2. Also set, for j ≥ 0, µj(K) =

∫
∞

−∞
vjK(v)dv, and

νj(K) =
∫
∞

−∞
vjK 2(v)dv. Further, let

S(z) =

(
M2(z) M1(z)W

(1)
η,2
T

W (1)
η,2 M1(z)

T W (2)
η,2

)
, (2.9)

whereW (l)
η,2 is defined in (2.6).Wemake the following assumptions.

Assumptions:

A1. β(z) is twice continuously differentiable in z for all z ∈ R.
A2. Mk(z) is positive-definite and continuous in a neighborhood
of z. f (z) is continuously differentiable in a neighborhood of z
and fz(z) > 0.

A3. The kernel function K(·) is a symmetric and continuous
density function, supported by [−1, 1].

A4. The bandwidth h satisfies h→ 0 and n h→∞.
A5. εt has a finite fourth moment, E(εt |Xt , Zt) = 0, and
E(ε2t |Xt , Zt) = σ

2
ε is a positive constant.

A6. {(Xt1, Zt , εt , ηt); t ≥ 1} is a strictly α-mixing stationary pro-
cess with the δ1-th moment (δ1 > 2). E

[
|εt X2t1 |

δ2 | Zt = z
]
≤

C1 < ∞ with δ2 > δ1 and α(t) = O(t−δ3) for some
δ3 > min{δ2δ1/(δ2 − δ1), δ5, 2δ6/(2 − δ6)}, where δ5 =
δ4δ1/(δ4δ1−δ1−δ4) for some δ4 satisfying δ1/(δ1−1) < δ4 <

2. Also, ‖ηt‖q0 = [E|ηt |
q0 ]1/q0 < ∞ with q0 = δ4δ6/(δ4 − δ6)

for some 1 < δ6 < δ4. Further, supk E
[
η21 ε

2
k+1 | Zk+1 = z

]
≤

C2 <∞.
A7. f (z0, zs|x0, xs; s) ≤ M <∞ for s ≥ 1, where f (z0, zs|x0, xs; s)
is the conditional density of (Z0, Zs) given (X01 = x0, Xs1 =
xs).

A8. n1/2−δ1/4 hδ1/δ2−1/2−δ1/4 = O(1).

We give some comments on the above conditions. Assumptions
A1 and A2 are smoothness conditions. The requirement in
Assumption A3 that K(·) be compactly supported is imposed for
the sake of brevity of proofs, and can be removed at the cost
of lengthier arguments. α-mixing is one of the weakest mixing
conditions for weakly dependent stochastic processes. Stationary
linear and nonlinear time series or Markov chains fulfilling certain
(mild) conditions are α-mixing with exponentially decaying
coefficients; see discussions and examples in Cai (2002a), Carrasco
and Chen (2002) and Chen and Tang (2005). The conditional
homoscedastic error Assumption in A5 can be relaxed to allow
for conditional heteroscedasticity of the form E(ε2t |Xt , Zt) =
σ 2(X1t , Zt), i.e., the conditional variance is only a function of the
stationary covariates (X1t , Zt). However, it is technically difficult
to let it also be a function of the nonstationary covariate X2t . If
α(·) decays geometrically, then Assumption A6 is fulfilled with
some standard moment conditions. Assumption A7 is a standard
technical assumption. Clearly, Assumption A8 allows for choosing
a wide range of h and is slightly stronger than the usual condition
n h → ∞. For optimal bandwidths selection (i.e., h = c n−γ for
0 < γ < 1, c > 0), A8 is automatically satisfied for δ1 ≥
2(1+γ )/(1−γ ) and it is still fulfilled for 2 < δ1 < 2(1+γ )/(1−γ )
if δ2 satisfies δ1 < δ2 ≤ 4γ δ1/[2(1 + γ ) − δ(1 − γ )]. Conditions
similar to Assumptions A6–A8 are also imposed by Cai et al. (2000)
for the stationary data case.

2.3. Asymptotic properties

To establish the asymptotic property of β̂(z), we define Dn =
diag{Id1 ,

√
n Id2}, and Bβ(z) = µ2(K) β(2)(z)/2, where Id is a

d × d identity matrix. Detailed proof of the following Theorem is
provided in Appendix A.

Theorem 2.1. Under Assumptions A1–A8, we have
√
nh Dn

[
β̂(z)− β(z)− h2Bβ(z)

] d
−→MN(Σβ(z)),

where MN(Σ(z)) is a mixed normal distribution with mean
zero and conditional covariance matrix given by Σβ(z) =

σ 2ε ν0(K)S(z)
−1/fz(z).

Here, a mixed normal distribution is defined as follows.
Conditional on the random variable that appears at the asymptotic
variance, the estimator has an asymptotic normal distribution, see
Phillips (1989) and Phillips and Park (1998) for a formal definition
of amixed normal distribution. Clearly, if there is no nonstationary
covariate (i.e., removing Xt2), then Theorem 2.1 reduces to
√
nh
[
β̂1(z)−

1
2
β1(z)− h2µ2(K)β

(2)
1 (z)

]
d
→ N(0, Σβ1,0(z)), (2.10)

whereΣβ1,0(z) = σ
2
ε ν0(K)M2(z)

−1/fz(z), which is non-stochastic
and is exactly the same as that in Cai et al. (2000). Further,
from Theorem 2.1, we see that Var(β̂2(z)) has a faster rate of
convergence than that of Var(β̂1(z)) due to the fact that Xt2 is
nonstationary (

∑n
t=1 X

2
t2 = O(n

2) rather than O(n)). This is similar
to the linearmodel case. However, the local fittingmethod renders
the asymptotic variance of β̂2(z) to be of the order O((n2h)−1)
rather than the linear model case of O(n−2). One can easily derive
the integrated asymptotic mean squared error (IAMSE) for β̂j(z)

IAMSEj = IAMSE(β̂j)

=

∫ [
h4

4
µ22(K)‖β

(2)
j (z)‖

2
+
tr(Σβj(z))

nj h

]
ω(z)dz

for j = 1 and 2, where ω(·) is a non-negative weight function,
Σβ1(z) is the upper-left corner sub-matrix ofΣβ(z), andΣβ2(z) is
the lower-right corner sub-matrix ofΣβ(z). Byminimizing IAMSEj
with respect to h, we obtain the optimal bandwidth for β̂j(z), which
is

hj,opt =
∫
tr(Σβj(z))ω(z)dz

×

[∫
µ22(K)‖β

(2)
j (z)‖

2ω(z)dz
]−1/5

n−j/5. (2.11)

With the above choice of hj,opt , we see that IAMSEj has an order of
O(n−4j/5). Hence, IAMSE2 for β̂2(z) has an order O(n−8/5) which is
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smaller than IAMSE1 = O(n−4/5). Clearly, a single value of h can
not make the estimation of both β1(·) and β2(·) optimal (in the
sense ofminimizing their asymptoticMSE). Therefore, tominimize
the asymptotic MSE for each coefficient (function) estimate, an
iterative estimation approach is needed. This issue is addressed
next.

2.4. A two-step estimation procedure

As discussed in Section 2.3, the one-step estimation procedure
based on (2.2) cannot minimize the asymptotic MSE for both β1(·)
and β2(·). Therefore, we suggest a two-stage estimation procedure
below. The idea is similar to the profile likelihood method; see,
e.g., Cai (2002b,c) and Fan and Huang (2005), and is described
as follows. If the bandwidth is taken to be of the order n−2/5,
β̂2(z) − β2(z) reaches the optimal convergent rate but β̂1(z) is
under-smoothed. Therefore, the first step is to estimate β(z) =
(β1(z)T, β2(z)T)T with a value of h that is optimal for estimating
β2(z). We use h2 to denote it. For example, we can choose h2 =
c2 n−2/5 for some positive constant c2. We know that the resulting
estimator β̂2(z)has an optimal convergence rate as β̂2(z)−β2(z) =
Op(n−4/5), and the asymptotic distribution of β̂2(z) is given by√
n2h2

[
β̂2(z)− β2(z)−

1
2
h22µ2(K)β

(2)
2 (z)

]
d
−→MN(Σβ2(z)), (2.12)

whereΣβ2(z) is previously defined as the lower-right corner d2 ×
d2 sub-matrix ofΣβ(z).
However, the corresponding estimator of β1(z) is not optimal

with the choice of h2 = c2 n−2/5 (c2 > 0). Therefore, we suggest
that at the second step, one should re-estimate β1(·) with β2(Zt)
replaced by β̂2(Zt) obtained at the first step. That is, we replace
β2(Zt) by β̂2(Zt) in (2.1) to obtain

Y ∗t ≡ Yt − β̂2(Zt)
TXt2 = β1(Zt)TXt1 + ε∗t , (2.13)

where ε∗t = εt+[β2(Zt)−β̂2(Zt)]
TXt2. Then, we can apply the local

linear method to estimate β1(z). Let (β̂1,2 step(z)T, β̂
(1)
1,2 step(z)

T)T

represent the resulting estimator of (β1(z)T, β(1)(z)T)T, which is
given by(
β̂1,2 step(z)
β̂
(1)
1,2 step(z)

)
=

[
n∑
t=1

(
Xt1

(Zt − z) Xt1

)⊗2
Kh1(Zt − z)

]−1

×

n∑
t=1

(
Xt1

(Zt − z)Xt1

)
Y ∗t Kh1(Zt − z), (2.14)

where h1 is the bandwidth used at this step for estimating
β1(z). We will show in Theorem 2.2 below that the asymptotic
distribution of β̂1,2 step(z) is the same as the case when β2(Zt)were
known; that is β̂1,2 step(z) − β1(z) = Op((n h1)−1/2) = Op(n−2/5)
if h1 = c1 n−1/5 (c1 > 0) and h2 is as small as possible (see
Theorem 2.2 later). Since the right hand side of (2.13) involves only
β1(·), one can use any data-driven method to select h1 optimally,
such as the nonparametric version of the Akaike information
criterion type as in Hurvich et al. (1998) and Cai (2002b,c) or the
plug-in method as in Ruppert et al. (1995).
It is clear from (2.12) that β̂2(z) − β2(z) = Op(n−4/5) if

h2 = c2 n−2/5, and this pointwise convergence rate is optimal.
To establish the asymptotic normality of the estimator given in
(2.14), we might need a uniform convergence rate. Therefore, it is
assumed that the initial estimator satisfies the following condition

sup
z∈D

∣∣ β̂2(z)− β2(z)∣∣ = Op(an), (2.15)
whereD is a compact support of fz(z) (by assuming that fz(z) has
a compact support D) and an satisfies an → 0 with a certain
convergence rate. Note that under some regularity conditions
(see, e.g., the assumptions of Theorem 2 in Hansen (2008)), and
by following the same arguments as in Hansen (2008), one can
show2 that (2.15) holds with an = n−4/5 log(n). Alternatively,
an assumption similar to (2.15) is also imposed in Linton (2000)
for iid samples, and Cai (2002c) for time series data to simplify
the proof of the asymptotic results of a two-stage estimator. Now,
the asymptotic normality for the proposed two-stage estimator is
stated here and its proof is relegated to the Appendix.

Theorem 2.2. Under assumption A1–A8 and (2.15), if h2 =

o(h1 n−1/4), we have√
n h1

[
β̂1,2 step(z)− β1(z)−

1
2
h21 µ2(K)β

(2)
1 (z)+ op(h

2
1)

]
d
−→N

(
0,Σβ1,0(z)

)
,

whereΣβ1,0(z) is defined in (2.10).

Remark 2.1. Note that the consequences of (2.12) and Theo-
rem 2.2 are that the convergence rates are optimal for estimating
each coefficient function at each step. That is, at the first step, the
optimal rate is obtained for estimating coefficient functions of non-
stationary covariates and the second step is devoted to obtaining
the optimal rate for estimating coefficient functions of the station-
ary covariates. Also, note that the result in Theorem 2.2 is exactly
the same as that (see (2.10)) in Cai et al. (2000) for stationary case,
which implies that β̂1,2 step is ‘‘oracle’’ in the sense that its asymp-
totic distribution is the same as the case with a known β2(Zt).
Finally, we note that the order of h2 should be smaller than its op-
timal value, which means we need to undersmooth the estimate
of β2(Zt) at the first step. This is a common phenomenon for a
two-stage estimation method; see Cai (2002b,c). In practical im-
plementation, we refer to the papers by Cai (2002b,c) for choosing
the data-driven fashion bandwidths for a two-stage estimation.

3. Models with nonstationary Zt

When Zt is a nonstationary I(1) regressor, the asymptotic
analysis is much involved. Therefore, we consider only the case
that Xt is stationary in this section. The model is the same as given
in (1.1) but now Zt is nonstationary; that is,

Yt = β(Zt)T Xt + εt , 1 ≤ t ≤ n, (3.1)
where Xt is a d × 1 vector of stationary variables, and Zt is
a univariate I(1) nonstationary variable. When Xt = 1, model
(3.1) was considered by Karlsen et al. (2007) for the case that
Zt is a nonstationary process from a subclass of the class of null
recurrent Markov chains, and by Wang and Phillips (forthcoming,
2008) for the case that Zt is I(1), while all of them used the
local constant fitting approach to estimate the nonparametric
regression function.
We assume that β(z) is twice continuously differentiable.

Exactly similar to (2.3), we obtain the local linear estimator ofβ(z),
given by(
β̂(z)
β̂(1)(z)

)
=

[
n∑
t=1

(
Xt

(Zt − z) Xt

)⊗2
Kh(Zt − z)

]−1

×

n∑
t=1

(
Xt

(Zt − z)Xt

)
Yt Kh(Zt − z). (3.2)

2 The detailed proof of the uniform convergence result as stated in (2.15) is
available from the authors upon request.
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Since Zt is an I(1) process, Zt can be expressed as Zt =
∑t
s=1 us+Z0,

where ut is a mixing process with mean zero and variance σ 2u .
We assume that limn→∞ Var(n−1/2

∑n
t=1 ut) is a finite positive

constant. Consider the simple case that Z0 = 0 and ut is a white
noise. Then, Zt ∼ (0, tσ 2u ) and (Zt − z)/

√
t ∼ (−zt−1/2, σ 2u ). Note

that {ut} is not required to be an independent process. Instead, in
what follows, we assume that the process {(Xt , ut)} is a stationary
mixing process and that {us} is a linear process: us =

∑
∞

j=0 cj ωs−j,
where ωj is a white noise with mean zero and σ 2ω = Var(ωj) <∞,
and {cj} satisfies the following conditions, for some 0 < τ ≤ 1,

∞∑
j=0

|cj|τ <∞, and
∞∑
j=0

cj = 1. (3.3)

Then, σ 2u = Var(us) = σ 2ω
∑
∞

j=0 c
2
j and Cov(us, us+t) =

σ 2ω
∑
∞

j=0 cj cj+t for any s and t .
Let ρx,u(|t − s|) and ρv,u(|t − s|) be the vector and matrix

of autocorrelation coefficients between Xt and us, and between
Vt and us, respectively, where Vt ≡ XtXTt . Then we assume that∑
∞

s=1 |ρxi,u(s)| < ∞ and
∑
∞

s=1 |ρvij,u(s)| < ∞ for all 1 ≤ i, j ≤ d,
where Xt,i and Vt,ij are the ith and the (i, j)th component of Xt
and Vt , respectively. Also, the correlation coefficient between Vt,ij
and Zt is O(t−1/2), which goes to zero as t → ∞, because the
correlation coefficient between Vt,ij and Zt is

ρ(Vt,ij, Zt) =
t∑
s=0

Cov(Vt,ij, us)/[σv,ijσu
√
t]

=

t∑
s=0

ρvij,u(s)/
√
t = O(t−1/2), (3.4)

where σ 2v,ij = Var(Vt,ij). Next, define ξt,z = t
−1/2(Zt − z) and let

ft,z(·) denote the density of ξt,z . Also, we use ft,s,z(·, ·) to represent
the joint density function of (ξt,z, ξs,z). Further, set bt,s,z(·, ·) to be
the conditional density of (ξt,z, ξs,z), conditional on Vs. Let Ft be
the smallest σ -field generated by {Ys, Xs, Zs}ts=−∞. We make the
following assumptions.
Assumptions:

C1. E(εt |Xt , Zt ,Ft−1) = 0, E(ε2t |Xt , Zt ,Ft−1) = σ 2ε , E(ε
4
t |Xt , Zt ,

Ft−1) < C a.s., and {(Xt , ut)} is a stationary and mixing
process satisfying constraints as imposed by (2.5) and (2.8),
where σ 2ε , C and σ

2
u are finite positive constants. Also,

limn→∞ Var(n−1/2
∑n
t=1 ut) exists and is finite.

C2. E
[
|Vt,ij|2q

]
<∞ for some q > 3 and for all 1 ≤ i, j ≤ d.

C3. Both ft,z(·) and ft,s,z(·, ·) have bounded continuous derivative
functions (for all t, s and fixed z). Also, assume that bt,s,z(·, ·)
has bounded continuous derivative functions (for all t , s, z).

C4. E(Vt |Zt) has the following expression.

E(Vt |Zt) = E(Vt)+ δtgt(Zt), (3.5)

where E[δtgt(Zt)] = 0, E[|gt(Zt)|2q] = O(1), δt =
O(t−1/2), gt(·) has the same dimension as Vt . gt,ij(·) denotes
the (i, j)th component of gt(·) and satisfies the assumption
supt |gt,ij(u)| ≤ C(u) with C(u) being a continuous function
(for all 1 ≤ i, j ≤ d). Further, for t > s, assume that

E(Vt |Zt , Zs, Vs) = E(Vt)+ δt,sgt,s(Zt , Zs, Vs), (3.6)

where gt,s(., ., .) is of dimension d× d, E[δt,sgt,s(Zt , Zs, Vs)] =
0, E[|gt,s(Zt , Zs, Vs)|2q] = O(1), and δt,s = O(t−1/2 + s−1/2) =
O(s−1/2) for t > s.

C5. K(·) is a symmetric and continuous density function, sup-
ported by [−1, 1].

C6. n h8p−2 →∞, where p = q/(q− 1) < 3/2 and q > 3 is given
in Assumption C1.
Next, we discuss the above conditions. Condition C1 requires
that εt is a martingale difference process with conditional ho-
moskedastic variance and a finite fourth moment. The martingale
difference assumption can be relaxed to a mixing process, and the
conditional homoskedastic error can be loosen to the case that
E(ε2t |Xt , Zt) = E(ε2t |Xt), with a lengthier proof. C2 implies that
E
[
|ζt |

2q
]
= O(1), where ζt = Vt − E(Vt |Zt). C3 is a very mild

assumption. For condition C4, given that E(Vt |Zt) has finite sec-
ond moment, it is natural to expect that the nonstationary vari-
able Zt should be at least associated with a factor t−1/2 which
appears in E(Vt |Zt). Therefore, δt = O(t−1/2) is not a restrictive
assumption. For example, if Xt = (1, X̃Tt )

T, and X̃t and Zt are jointly
normal,3 it is easy to see from the normal distribution theory and
(3.4) that E(X̃t |Zt) = E(X̃t)+ c1t−1(Zt − E(Zt)), so that δt = t−1/2
and gt(Zt) = c1t−1/2[Zt − E(Zt)] (c1 is a finite constant). Also, if
Vt is a χ21 random variable, say Vt = X̃

2
t , and that X̃t and Zt are

jointly normal, then it is straightforward to show that E(Vt |Zt) =
E(Vt)+c2t−2[Z2t −E(Z

2
t )] = E(Vt)+ t

−1c2[t−1Z2t −σ
2
u ] (c2 is a ma-

trix of constants). Hence, δt = t−1 and gt(Zt) = c2[t−1Z2t − σ
2
u ]. In

the above examples, gt(Zt) has finite moments of any order since
Zt is normally distributed with a finite variance. Further, by (3.4),
Var(Zt) = O(t), and Var(Zs) = O(s), it follows that Cov(Vt , Zt) =
O(1), Cov(Vt , Zs) = O(1), and Cov(Vt , Vs) = O(ρv(|t − s|)), where
ρv(·) is the autocorrelation coefficient of {Vt}. This, together with
the normality assumption on (Xt , Zt , Zs, Xs), implies that δt,s =
O(s−1/2 + t−1/2), which goes to 0 as min{t, s} → ∞. Moreover,
by Assumption C2, (3.6), and Cr -inequality, it is easy to verify that
gt,s(z, z, Vs) has the finite 2q-th moment (Vs is random) for any
fixed value of z, i.e., E{|gt,s(z, z, Vt)|2q} = O(1) for all t, s and a fixed
value of z. By (3.5) and (3.6), E[gt(Zt)] = 0 and E[gt,s(Zt , Zs, Vs)] =
0. Finally, Assumption C6 is commonly imposed in the kernel es-
timation literature and Assumption C6 is satisfied for the optimal
bandwidth h = c n−1/10, c > 0 (see later).
As mentioned earlier since Zt is an I(1) process, Zt can

be expressed as Zt = Zt−1 + ut = Z0 +
∑t
s=1 us,

where {us} is a stationary process with mean zero and σ 2u =
limn→∞ Var(n−1/2

∑n
t=1 ut) > 0. Then, it follows from Donsker’s

theorem (see (2.4)) that under some regularity conditions, for 0 ≤
r ≤ 1,

Z[nr]/
√
n H⇒ Wu(r), (3.7)

where Wu(·) is a Brownian motion on [0, 1] and σ−1u Wu(r) =
W (r) is a standard Brownian motion on [0, 1]. Next, we define
the local time L(t, x) for a standard Brownian motion as

L(t, x) = lim
ε→0

1
2ε

∫ t

0
I(|W (s)− x| ≤ ε)ds, (3.8)

where W (·) is a standard Brownian motion; see, e.g., Karatzas
and Shreve (1991, p. 202) and Park and Phillips (1999) for details.
Finally, we state ourmain result of this section below and the proof
is relegated to Appendix B.

Theorem 3.1. Under Assumptions C1–C6, we have
√

n1/2 h
[
β̂(z)− β(z)− h2Bβ(z)

] d
−→MN(Σ1),

where Bβ(z) = µ2(K)β(2)(z)/2 and MN(Σ1) is a mixed normal
distribution with mean zero and conditional covariance Σ1 =
σ 2ε σu ν0(K) [E(XtX

T
t )L(1, 0)]

−1.

3 Recall that Zt =
∑t
s=1 us + Z0 , consider the simple case that Z0 = 0 and ut is

iid normal N(0, σ 2u ), then Zt ∼ N(0, tσ
2
u ). Here, we consider the case that X̃t and Zt

are jointly normally distributed.
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Remark 3.1. The asymptotic properties for β̂(1)(z) can be obtained
in a same way as that in Theorem 2.1 and they are omitted. By
comparing the results in Theorems 2.1 and 3.1, our new findings
are as follows: It is clear that h2Bβ(z) serves as the asymptotic
bias, which is exactly the same as that for stationary case when
one uses a local linear estimation method; see Theorem 2.1. This is
not surprising since the asymptotic bias term comes from the local
linear approximation. However, the asymptotic variance of β̂(z)
is of the order O((n1/2h)−1), which is larger than O((nh)−1/2) for
the stationary Zt case as presented in Theorem 2.2. The integrated
asymptotic mean squared error is given by

IAMSE =
∫ [
tr(Σ1) n−1/2h−1 +

h4

4
µ22(K)

∣∣∣∣β(2)(z)∣∣∣∣2]M(z)dz.
Minimizing the IAMSE with respect to h gives the optimal
bandwidth hopt = cn−1/10 for some c > 0, which is much larger
than that for the stationary case; see (2.11).

Now, we consider the asymptotic behavior of β̂(z) at bound-
aries.When Zt is I(1), it follows from (3.7) thatwhen z = a

√
n (a 6=

0) and r = t/n,
P(Zt ≥ z) = P(Zt ≥ a

√
n)→ P(Wu(r) ≥ a)

= 1− Φ(a/
√
rσu) > 0,

where Φ(·) is the distribution function of the standard normal
random variable. This means that there is a great chance for
|Zt | taking large values. Now the question is how the asymptotic
behavior of the estimator looks like when z is large like z =
a
√
n for any fixed a. We offer the following asymptotic results at

boundary z = a
√
n for any fixed a. However, we do not provide

the detailed proofs since they follow exactly the same arguments
as those used in proving Theorem 3.1.

Theorem 3.2 (Boundary Behavior). If Assumptions C1–C5 hold and
C(·) in assumption C3 is bounded as well as n1/4 h5/2 β(2)(a

√
n) =

O(1) for any a, then, we have
√

n1/2 h
[
β̂(a
√
n)− β(a

√
n)− h2 Bβ(a

√
n)
] d
−→MN(Σ1,a),

where MN(Σ1,a) is a mixed normal distribution with mean zero and
conditional covarianceΣ1,a = σ 2ε σu ν0(K) [E(XtX

T
t )L(1, a/σu)]

−1.

Remark 3.2. Comparing Theorem 3.2 with Theorem 3.1, we
observe that the asymptotic variance of β̂(·) at the boundary
point differs from that at the interior point. This is different from
its stationary counterpart; see Fan and Gijbels (1996) for the
stationary case.

4. Discussion

In this paper, we studied the class of varying coefficient models
with nonstationary time series data. We suggested using the local
linear fitting scheme to estimate the nonparametric coefficient
functions and derived the asymptotic properties of the proposed
estimators. We would like to mention some interesting future
research topics related to this paper. First, it would be very useful
and important to discuss how to select data-driven (optimal)
bandwidths theoretically and empirically. Secondly, an important
extension would be to generalize the asymptotic analysis of this
paper to the casewhere both Zt and (or someof the components)Xt
are nonstationary. Further, we conjecture that if some of Xt in (3.1)
are the lagged variables, onemight find some regularity conditions
to show that Yt generated by (3.1) is ergodic, so that it is stationary
if it is assumed to be Markovian. We are currently exploring these
issues. Finally, it is warranted to consider an extension to other
types of nonstationarity such as nearly integrated processes; see,
e.g., Torous et al. (2004), Campbell and Yogo (2006) and Polk et al.
(2006), which has a potential application in finance, which is under
investigation by Cai and Wang (2008).
Appendix A. Proofs of Theorems 2.1 and 2.2

In the remaining part of this paper, we denote by C a generic
positive constant, which may take different values at different
places. We often need to evaluate (probability) orders of some
finite dimensional matrix random variables. Let Mt be a matrix
of finite dimension, and bn be a sequence of non-stochastic real
numbers, we write |Mt | = Op(bn) to mean that |Mt,ij| = Op(bn) for
each i and j, where Mt,ij is the (i, j)th component of Mt . Similarly,
E|Mt | = O(bn) means that E|Mt,ij| = O(bn) for all i and j; and
supt |Mt | = O(bn) means that supt |Mt,ij| = O(bn) for all i and j.
Also,wewriteM2t = Op(bn) tomean thatM

2
t,ij = Op(bn) for all i and

j. Finally,we useMk×m to denote the real-valued k×mmatrices and
D[0, 1] to represent the space of right-continuous with left limits
(cadlag) functions on [0, 1] equippedwith the Skorohodmetric (as
defined in Billingsley (1999, p. 124)).
Before we prove Theorems 2.1 and 2.2, we first give a few

lemmas that will be used frequently in the proofs below. First,
consider random arrays {(Unt , Ynt) : 1 ≤ t ≤ n; n ≥ 1}, where
Unt is a k × m matrix and Ynt is an m × 1 vector. We transform
these arrays into random elements on [0, 1] by Un(s) = Un[ns] and
Yn(s) = Yn[ns] for 0 ≤ s ≤ 1. Also, define εnt = Ynt −Yn,t−1. We can
then define the stochastic integral∫ s

0
Un(r)dYn(r) =

[ns]∑
j=1

Unjεnj+1.

Let BM(Ω) denote the vector Brownian motion with covariance
matrix Ω . Finally, we define Wt =

∑t
s=1ws, where {ws} satisfies

the following assumption:
Assumption M1: For some p > β > 2, {ws} is a mean zero
and strong mixing sequence with mixing coefficient satisfying
α(n) = O(n−pβ/(p−β)) and supt≥1 E[‖wt‖p] ≤ C <∞. In addition,
E(WnW Tn )/n→ Ω <∞ as n→∞.
LetWn(s) = n−1/2W[ns] and set Fi = σ(Unt , wt : t ≤ i) to be

the smallest σ -field containing the past history of (Unt , wt) for all
n and t ≤ i, and denote E(X | Fi) by Ei(X). SinceWn(s)might not
be a martingale, we can use a martingale to approximateWn(s). To
this end, define,

εi =

∞∑
k=0

[Ei(wi+k)− Ei−1(wi+k)], and ζi =

∞∑
k=1

Ei(wi+k).

Then, it is not hard to verify (see Hansen (1992, p. 492)) that wi =
εi + ζi−1 − ζi with Ei−1(εi) = 0, and for 0 ≤ r ≤ 1,∫ r

0
Un(s)dWn(s) =

∫ r

0
Un(s)dYn(s)+Λ∗n(r),

where Yn(r) =
∑
[nr]
i=1 εi/

√
n and

Λ∗n(r) =
1
√
n

[nr]∑
i=1

[UniUni−1]ζ Ti −
1
√
n
Un(r) ζ T[nr]+1.

Then, {εi,Fi} is a martingale difference sequence. Therefore, by
Theorem 2.1 in Hansen (1992), we have the following result.

Lemma A.1. Assume that AssumptionM1 holds, sup0≤r≤1 |Λ∗n(r)| =
op(1), and (Un,Wn)H⇒ (U,W ) inDMkm×Rm [0, 1], then∫ s

0
UndYn H⇒

∫ s

0
U−dW , equivalently,∫ s

0
UndWn H⇒

∫ s

0
U−dW ,

where U− is a cadlag process, W (s) = BM(Ω), and Ω is defined in
AssumptionM1.
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Proof. This is Theorem 3.1 of Hansen (1992). �

Lemma A.2. Suppose Un H⇒ U in DMkm [0, 1] and U(·) is almost
surely continuous. For a random sequence {ej} and a sequence of
nondecreasing σ -field {F e

j } to which {ej} is adapted, assume that
supj E|E(ej|F e

j−m)| → 0 as m→∞. Then

sup
0≤s≤1

∣∣∣∣∣n−1 [ns]∑
j=1

Unj ej

∣∣∣∣∣ p
→ 0.

Proof. See Theorem 3.3 of Hansen (1992). �

Lemma A.3. Let wt =
√
h Kh(Zt − z) εt Z

j
t,z,h, and Unt = Xt2/

√
n.

Set Ft = σ(Uni, wi : i ≤ t) to be the smallest σ -field containing the
past history of (Unt , wt) for all n and i ≤ t. For any 0 ≤ r ≤ 1,
define Λ∗n(r) ≡ n−1

∑
[nr]
i=1 ηi ζi − n

−1 X[nr]2 ζ[nr]+1, where ζi =∑
∞

k=1 Ei(wi+k) and ηt is from Xt2 =
∑t
s=1 ηs. Then, we have

sup
0≤r≤1

|Λ∗n(r)| = op(1).

Proof. It is easy to see that, any p > 0,

‖wt‖p = O(h−1/2+1/p). (A.1)

By the stationarity, we have, for any k ≥ 1,

E[ηiwi+k] = E[η1wk+1] = h1/2 E
[
η1 Kh(Zk+1 − z)εk+1 Z

j
k+1,z,h

]
.

By Davydov’s inequality for an α-mixing and (A.1),

|E[η1wk+1]| ≤ C α1/p1(k) ‖η1‖p2 ‖wk+1‖p3

≤ C h−1/2+1/p3 α1/p1(k) (A.2)

for any p2 > 1 and p3 > 1 satisfying 1/p1 + 1/p2 + 1/p3 = 1,
which, in conjunction with Assumption A6, implies that for each i,
as n→∞,

|E[ηi ζi]| ≤ C h−1/2+1/δ4
∞∑
k=1

α1/δ5(k) ≤ C h−1/2+1/δ4 → 0 (A.3)

by setting p2 = δ1 and p3 = δ4, where δ1, δ4, and δ5 are
given in Assumption A6. Now, byMinkowski’s inequality, McLeish’
α-mixing inequality (see McLeish (1975)), Davydov’s inequality,
(A.1), and Assumption A6, for any i ≥ 1,

‖ζi‖δ1 ≤

∞∑
k=1

‖Ei (wi+k)‖δ1 ≤ C
∞∑
k=1

α1/δ1−1/δ2(k) ‖wi+k‖δ2

≤ C h−1/2+1/δ2 ,

which, together with Chebyshev’s inequality and Assumption A8,
implies that for any ε > 0,

P
(
sup
i≤n
|ζi| >

√
n ε
)
≤ ε−δ1 n1−δ/2 E|ζi|δ1

≤ C n1−δ1/2 h−δ1/2+δ1/δ2 → 0.

Therefore, we have

sup
0≤r≤1

1
n
|X[nr]2 ζ[nr]+1|

≤ sup
0≤r≤1

1
√
n
|X[nr]2| sup

0≤r≤1

1
√
n
|ζ[nr]+1|

p
−→ 0, (A.4)

since sup0≤t≤1 |X[nr]2| = Op(
√
n) by (2.4) and the continuous

mapping theorem (see Theorem 2.7 in Billingsley (1999)). In view
of (A.4), it suffices to show that the first term on the right hand
side of Λ∗n(t) converges to zero in probability uniformly. To this
effect, we first show that {ηi ζi − E(ηi ζi)} is an Lδ6-mixingale for
δ6 given in Assumption A6 satisfying 1 < δ6 < δ4 < 2. Note that
for the definition of a mixingale sequence, we refer to the paper by
McLeish (1975). Indeed, by Minkowski’s inequality, for anym ≥ 1,

‖Ei−m[ηi ζi − E(ηi ζi)]‖δ6 ≤
∞∑
k=1

‖Ei−m[ηiwi+k − E(ηiwi+k)]‖δ6

=

m∑
k=1

(· · ·)+

∞∑
k=m+1

(· · ·) ≡ I1 + I2. (A.5)

By McLeish’ inequality, (A.2), and Assumption A6,

‖Ei−m[ηiwi+k − E(ηiwi+k)]‖δ6
≤ C α1/δ6−1/2(m)[‖ηiwi+k‖2 + |E(ηiwi+k)|]
≤ C α1/δ6−1/2(m),

so that

I1 =
m∑
k=1

‖Ei−m[ηiwi+k − E(ηiwi+k)]‖δ6 ≤ C mα
1/δ6−1/2(m).

For I2 in (A.5), one obtains

‖Ei−m[ηiwi+k − E(ηiwi+k)]‖δ6 ≤ ‖Ei−m[ηiwi+k]‖δ6 + |E(ηiwi+k)|
≤ ‖ηi Ei[wi+k]‖δ6 + |E(ηiwi+k)|
≤ ‖ηi‖δ4δ6/(δ4−δ6)‖Ei[wi+k]‖δ4 + |E(ηiwi+k)|

≤ C ‖ηi‖δ4δ6/(δ4−δ6)α
1/δ4−1/2(k) ‖wi+k‖2 + |E(ηiwi+k)|,

where δ4 and δ6 are given in Assumption A6. An application of (A.2)
with p2 = δ and p3 = 2 and (A.1) with p = 2 leads to

‖Ei−m[ηiwi+k − E(ηiwi+k)]‖δ6
≤ C

[
‖ηi‖q0 α

1/δ4−1/2(k)+ α1/2−1/δ1(k)
]
≤ C α1/δ4−1/2(k).

Then,

I2 =
∞∑

k=m+1

‖Ei−m[ηiwi+k − E(ηiwi+k)]‖δ6 ≤ C
∞∑

k=m+1

α1/δ4−1/2(k).

Hence, (A.5) becomes

‖Ei−m[ηi ζi − E(ηi ζi)]‖δ6

≤ C

[
mα1/δ6−1/2(m)+

∞∑
k=m+1

α1/δ4−1/2(k)

]
→ 0

by Assumption A6 as m → ∞. Therefore, the sequence {ηi ζi −
E(ηi ζi)} is a uniformly integrable L1-mixingale. An application of
Corollary to Theorem 3.3 in Hansen (1992) yields that

1
n
sup
0≤r≤1

∣∣∣∣∣ [nr]∑
i=1

[ηi ζi − E(ηi ζi)]

∣∣∣∣∣ p
−→ 0.

This, together with (A.3), concludes that 1n sup0≤r≤1
∣∣∣∑[nr]i=1 ηi ζi∣∣∣

p
−→ 0. Therefore, by (A.4),

sup
0≤r≤1

|Λ∗n(r)| ≤
1
n
sup
0≤r≤1

∣∣∣∣∣ [nr]∑
i=1

ηi ζi

∣∣∣∣∣+ 1n sup0≤r≤1
|X[nr]2 ζ[nr]+1|

= op(1).

This completes the proof of Lemma A.3. �

Proof of Theorem 2.1. First, note that the right hand side of (2.3)
has the form of A−1B, define Hn =

(
1 0
0 h

)
⊗ Dn, so that we can
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write HnA−1B = HnA−1HnH−1n B = [H
−1
n AH

−1
n ]
−1H−1n B. Thus,

β̂(z) and β̂(1)(z) can be re-expressed as follows:

Hn

(
β̂(z)
β̂(1)(z)

)
= Sn(z)−1 n−1

n∑
t=1

Kh(Zt − z)

× Yt

(
1
Zt,z,h

)
⊗
(
D−1n Xt

)
, (A.6)

where Zt,z,h = (Zt − z)/h and

Sn(z) = n−1
n∑
t=1

Kh(Zt − z)
(
1
Zt,z,h

)⊗2
⊗
(
D−1n Xt

)⊗2
=

(
Sn,0(z) Sn,1(z)
Sn,1(z) Sn,2(z)

)
with j = 0, 1, 2,

Sn,j(z) =
1
n

n∑
t=1

Kh(Zt − z) Z
j
t,z,h

(
D−1n Xt

)⊗2
.

Now, to facilitate the analysis of Sn,j(z), we first express Sn(z) as

Sn,j(z) =
(
Fn,j,0(z) Fn,j,1(z)
Fn,j,1(z)T Fn,j,2(z)

)
,

where

Fn,j,0(z) =
1
n

n∑
t=1

Z jt,z,h Xt1 X
T
t1 Kh(Zt − z),

Fn,j,1(z) =
1
n

n∑
t=1

Kh(Zt − z) Z
j
t,z,h Xt1 X

T
t2/
√
n,

and

Fn,j,2(z) =
1
n

n∑
t=1

Z jt,z,h Kh(Zt − z)
(
Xt2/
√
n
)⊗2

.

For l = 1, 2, define

F∗n,j,l(z) =
1
n

n∑
t=1

Z jt,z,h X
⊗l
t1 Kh(Zt − z).

By noting that Xt1 and Zt are stationary and using the standard
change-of-variable and a Taylor’s expansion argument, we have

E
[
F∗n,j,l(z)

]
= E

[
Z jt,z,h X

⊗l
t1 Kh(Zt − z)

]
= fz(z)Ml(z) µj(K)+ o(1).

By the kernel theory for the stationary mixing case; see Theorem 1
of Cai et al. (2000) for details, one can easily show that

Var
[
F∗n,j,l(z)

]
= O((n h)−1) = o(1). (A.7)

Therefore,

F∗n,j,l(z) = fz(z)Ml(z) µj(K)+ op(1), (A.8)

so that

Fn,j,0(z) = F∗n,j,2(z) = fz(z)M2(z) µj(K)+ op(1). (A.9)

Let F e
i = σ(Xt1, Zi : t ≤ i) be the smallest σ -field containing the

past history of (Xt1, Zt), and denote by et = Kh(Zt − z) Z
j
t,z,h Xt1 −

E[Kh(Zt− z) Z
j
t,z,h Xt1]. Then, similar to (A.7), it is easy to verify that

sup
s≥0
Var

(
s+m∑
t=s+1

et

)
= O(m/h) (A.10)
for any m ≥ 1. Define Unt = Xt2/
√
n for any 1 ≤ t ≤ n and

Un(r) = Un,[nr] for any r ∈ [0, 1]. For any small 0 < δ < 1, set
N = [1/δ], tk = [k n/N] + 1, t∗k = tk+1 − 1, and t

∗∗

k = min{t
∗

k , n}.
Then,∣∣∣∣∣1n

n∑
i=1

Uni ei

∣∣∣∣∣ =
∣∣∣∣∣∣1n

N−1∑
k=0

t∗∗k∑
t=tk

Unt et

∣∣∣∣∣∣
≤

∣∣∣∣∣∣1n
N−1∑
k=0

Untk

t∗∗k∑
t=tk

et

∣∣∣∣∣∣+
∣∣∣∣∣∣1n

N−1∑
k=0

t∗∗k∑
t=tk

[Unt − Untk ]et

∣∣∣∣∣∣
≤
1
n

N−1∑
k=0

|Untk |

∣∣∣∣∣∣
t∗∗k∑
t=tk

et

∣∣∣∣∣∣+ 1n
N−1∑
k=0

t∗k∑
t=tk

|Unt − Untk | |et |

≤ sup
0≤s≤1

|Un(s)|
1
n

N−1∑
k=0

∣∣∣∣∣∣
t∗k∑
t=tk

et

∣∣∣∣∣∣
+ sup
|r−s|≤δ

|Un(r)− Un(s)|
1
n

n∑
t=1

|et |.

Since Un(·) converges weakly to a Brownian motion, it is clear that
sup0≤s≤1 |Un(s)| = Op(1), while

∑n
t=1 |et |/n = Op(1) by using the

same arguments as those used in the proof of (A.8). Further,

E

1
n

N−1∑
k=0

∣∣∣∣∣∣
t∗k∑
t=tk

et

∣∣∣∣∣∣
 ≤ N

n
sup

0≤k≤N−1
E

∣∣∣∣∣∣
t∗k∑
t=tk

et

∣∣∣∣∣∣
≤ sup

t≤n
E

∣∣∣∣∣ 1δ n
t+δ n∑
i=t

ei

∣∣∣∣∣
≤ C (δ n h)−1/2 → 0

by (A.10) as n→∞. Therefore, as n→∞,

1
n

n∑
i=1

Uni ei = op(1)+ sup
|r−s|≤δ

|Un(r)− Un(s)| Op(1).

Note that as n→∞,

sup
|r−s|≤δ

|Un(r)− Un(s)|
d
−→ sup

|r−s|≤δ
|Wη,2(r)−Wη,2(s)|

p
−→ 0

as δ → 0. Hence (here we take the sequential limits: first let
n→∞, and then let δ→ 0),

1
n

n∑
i=1

Uni ei = op(1),

which, by combining (A.9), (2.6), and Lemma A.2, gives that

Fn,j,1(z) = E
[
Kh(Zt − z) Z

j
t,z,h Xt1

] 1
n

n∑
t=1

Unt +
1
n

n∑
i=1

Uni ei

= fz(z)µj(K)M1(z)W
(1)
η,2 + op(1). (A.11)

Similarly,

Fn,j,2(z) = fz(z)µj(K)W
(2)
η,2 + op(1). (A.12)

Then, by plugging (A.9), (A.11) and (A.12) into Sn,j(z), we have

Sn,j(z) = fz(z)µj(K) S(z)+ op(1). (A.13)

By noting that µ0(K) = 1 and µ1(K) = 0, we immediately obtain
from (A.13) that

Sn(z) = fz(z)
(
1 0
0 µ2(K)

)
⊗ S(z)+ op(1). (A.14)



Z. Cai et al. / Journal of Econometrics 148 (2009) 101–113 109
Let Rn(z)−1 denote the upper-left corner d × d sub-matrix of
Sn(z)−1. From (A.14), we immediately obtain that

Rn(z)−1 = fz(z)−1S(z)−1 + op(1). (A.15)

From (A.6), we have

Dn
[
β̂(z)− β(z)

]
≡ I3 + I4, (A.16)

where

I3 = Rn(z)−1 Bn(z), (A.17)

with

Bn(z) = n−1
n∑
t=1

Kh(Zt − z)D−1n XtX
T
t

×{β(Zt)− β(z)− (Zt − z)β(1)(z)},

and

I4 = Rn(z)−1 n−1
n∑
t=1

Kh(Zt − z) εt D−1n Xt .

Define,

Gn,0(z) = n−1
n∑
t=1

Kh(Zt − z) X⊗2t1

×{β1(Zt)− β1(z)− (Zt − z)β
(1)
1 (z)},

Gn,1(z) = n−1
n∑
t=1

Kh(Zt − z) Xt1 (Xt2/
√
n)T

×{β2(Zt)− β2(z)− (Zt − z)β
(1)
2 (z)},

Gn,2(z) = n−1
n∑
t=1

Kh(Zt − z) (Xt2/
√
n)XTt1

√
n

×{β1(Zt)− β1(z)− (Zt − z)β
(1)
1 (z)},

and

Gn,3(z) = n−1
n∑
t=1

Kh(Zt − z) (Xt2/
√
n)⊗2
√
n

×{β2(Zt)− β2(z)− (Zt − z)β
(1)
2 (z)},

so that

Bn(z) =
(
Gn,0(z)+ Gn,1(z)
Cn,2(z)+ Gn,3(z)

)
. (A.18)

Similar to (A.9), by the kernel theory and an application of Taylor’s
expansion, it is easy to show that

E[Gn,0(z)] = h2 fz(z)M2(z)
[
µ2(K)
2

β
(2)
1 (z)

]
{1+ o(1)}

and Var[Gn,0(z)] = o(1), so that

Gn,0(z) = h2 fz(z)M2(z)
[
µ2(K)
2

β
(2)
1 (z)

]
{1+ op(1)}.

Further, following the proof of (A.11), we can easily show that

Gn,1(z) = h2 fz(z)M1(z)W
(1)
η,2
T
[
µ2(K)
2

β
(2)
2 (z)

]
{1+ op(1)},

Gn,2(z) = h2 fz(z)M1(z)W
(1)
η,2

√
n
[
µ2(K)
2

β
(2)
1 (z)

]
{1+ op(1)},

and

Gn,3(z) = h2fz(z)W
(2)
η,2

√
n
[
µ2(K)
2

β
(2)
2 (z)

]
{1+ op(1)}.
Plugging the above results into (A.18), we obtain

Bn(z) = h2 fz(z) S(z)Dn

[
µ2(K)
2

β(2)(z)
]
{1+ op(1)}. (A.19)

Substituting (A.19) into (A.17) and using (A.15) lead to

I3 = Dn h2 Bβ(z) {1+ op(1)}.

Therefore,

D−1n I3 = h
2Bβ(z)+ op(h2). (A.20)

Finally, we consider I4. Define

Tn(z) =

√
h
n

n∑
t=1

Kh(Zt − z)εt D−1n Xt =
(
Tn,1(z)
Tn,2(z)

)
with Tn,1(z) =

√
h
n

∑n
t=1 Kh(Zt − z) εt Xt1 and Tn,2(z) =√

h
n

∑n
t=1 Kh(Zt − z) εt Xt2/

√
n. By combining the above expres-

sions with (A.16) and (A.20), we obtain
√
n h Dn

[
β̂(z)− β(z)− h2Bβ(z)+ op(h2)

]
= Rn(z)−1 Tn(z).

(A.21)

To prove the asymptotic normality of the left hand side of (A.21),
it suffices to establish the asymptotic normality of Tn(z). Note
that Tn,1 only involves stationary variables. Hence, by the kernel
estimation theory for stationary mixing data; see Theorem 2 of Cai
et al. (2000) for details, we have

Tn,1(z)
d
−→ N

(
0, σ 2ε ν0(K) fz(z) M2(z)

)
=

√
ν0(K) fz(z) Wε(1), (A.22)

whereWε(r) is a p1-dimensional Brownian motion on [0, 1]with
covariance matrix σ 2εM2(z). From (A.22) and note that the first
element of Xt1 is one, we immediately obtain√
h/n

n∑
t=1

Kh(Zt − z) εt
d
−→ N

(
0, σ 2ε ν0(K) fz(z)

)
=

√
ν0(K) fz(z) Wε,1(1), (A.23)

where Wε,1(r) is the first element of Wε(r). Note that using
the notations of Lemmas A.1–A.3, we have Un(r) = X[nr]2/

√
n,

Wn(r) =
∑
[nr]
s=1ws/

√
n and Tn,2(z) =

∫ 1
0 Un(t)dWn(t). Hence,

(A.22), in conjunction with Lemmas A.1 and A.3

Tn,2(z)
d
−→

√
ν0(K) fz(z)

∫ 1

0
Wη,2(r)dWε,1(r). (A.24)

Therefore, a combination of (A.22) and (A.24) leads to

Tn(z)
d
−→

√
ν0(K) fz(z)

 Wε(1)∫ 1

0
Wη,2(r)dWε,1(r)

 .
Since Wη,2(·) and Wε(·) are uncorrelated (because Zt and εt are
uncorrelated),

∫ 1
0 Wη,2(r) dWε(r) has a mixed normal distribution,

so that the conditional covariance of

(
Wε(1)∫ 1

0
Wη,2(r)dWε,1(r)

)
is

σ 2ε

(
M2(z) M1(z)W

(1)
η,2
T

W (1)
η,2 M1(z)

T W (2)
η,2

)
= σ 2ε S(z). (A.25)

Therefore, by Slusky’s theorem, we have
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√
n h Dn

[
β̂(z)− β(z)− Bβ(z)+ op(h2)

]
d
−→ f −1/2z (z)ν1/20 (K)S(z)−1

 Wε(1)∫ 1

0
Wη,2(r)dWε,1(r)

 . (A.26)

It is easy to show using (A.25) that the conditional variance of the
right hand side of (A.26) isΣβ(z) as given in Theorem 2.1. �

Proof of Theorem 2.2. To simplify the notation, in what follows,
we drop the subscript ‘‘2 step’’ in β̂1,2 step(z) and β̂

(1)
1,2 step(z). First,

define

Ln,j(z) =
1
n

n∑
t=1

Z jt,z,h1 Xt1 X
T
t1 Kh1(Zt − z).

Then, similar to (A.9), one can show that

Ln,j(z) = fz(z)M2(z) µj(K)+ op(1). (A.27)

Therefore,

n−1
n∑
t=1

(
Xt1

(Zt − z)Xt1

)⊗2
Kh1(Zt − z) =

(
Ln,0(z) h2 Ln,1(z)T

h1 Ln,1(z) h21 Ln,2(z)

)
=

(
1 0
0 h21

)
⊗M2(z){1+ op(1)}.

By (2.14),(
β̂1(z)− β1(z)
β̂
(1)
1 (z)− β

(1)
1 (z)

)
=

[
n∑
t=1

(
Xt1

(Zt − z) Xt1

)⊗2
Kh1(Zt − z)

]−1

×

n∑
t=1

(
Xt1

(Zt − z)Xt1

)
×

[
Y ∗t − β1(z)

TXt1 − β
(1)
1 (z)

T Xt1(Zt − z)
]
Kh1(Zt − z),

so that

β̂1(z)− β1(z) = M2(z)−1 n−1
n∑
t=1

Xt1
[
Y ∗t − X

T
t1β1(z)

− XTt1β
(1)
1 (z)(Zt − z)

]
Kh1(Zt − z){1+ op(1)}

= M2(z)−1 n−1
n∑
t=1

Xt1XTt1
[
β1(Zt)− β1(z)

−β
(1)
1 (z)(Zt − z)

]
Kh1(Zt − z){1+ op(1)}

+M2(z)−1
n∑
t=1

Xt1 εt Kh1(Zt − z){1+ op(1)}

+M2(z)−1 n−1
n∑
t=1

Xt1XTt2
[
β2(Zt)− β̂2(Zt)

]
× Kh1(Zt − z){1+ op(1)}

≡ J1 + J2 + J3.

Based on the kernel theory for the stationary mixing case; see
Theorems 1 and 2 of Cai et al. (2000) for details, one can easily show
that

J1 =
h21
2
µ2(K) β

(2)
1 (z){1+ op(1)} and√

n h1 J2
d
−→N(0, Σβ1,0(z)).

Finally, similar to the proof of (2.15), by using the same arguments
as those used in the proof of Theorem 1 in Cai (2002c), one can
show that

|J3| = Op(h22
√
n) = op(h21).
Hence,√
n h1

[
β̂1(z)− β1(z)−

h21
2
µ2(K) β

(2)
1 (z)+ op(h

2
1)

]
=

√
n h1J2

d
−→N(0, Σβ1,0(z)).

This proves the theorem. �

Appendix B. Proof of Theorem 3.1

Before we prove Theorem 3.1, we first provide some auxiliary
results, which will be used sequently. Define, for any j ≥ 0,
Kj(u) = uj K(u). Then, it is easy to verify that similar to K(·),
Kj(·) is continuous and has a compact support. Also, both Kj(·) and
K 2j (·) are integrable. Re-define Sn(z) in the proof of Theorem 2.1 as
follows

Sn(z) = n−1/2
n∑
t=1

Kh(Zt − z)
(
1
Zt,z,h

)⊗2
⊗ Xt XTt

=

(
Sn,0(z) Sn,1(z)
Sn,1(z) Sn,2(z)

)
with Zt,z,h = (Zt − z)/h and Sn,j(z) = n−1/2

∑n
t=1 Kj,h(Zt − z) Xt X

T
t

for j = 0, 1, 2, where Kj,h(v) = Kj(v/h)/h. Also, set,

µ̂j(z) =
1
√
n

n∑
t=1

Kj,h(Zt − z) =
βn

n

n∑
t=1

Kj(βn(γ−1n Zt + xn)),

where βn =
√
n/h, γn =

√
n, and xn = −z/

√
n. Clearly, xn → 0

for any fixed z and xn = −a if z = a
√
n. Further, let φε(x) =

(
√
2πε)−1/2 exp

(
−x2/(2 ε2)

)
for any ε > 0. Finally, let oL2(1)

denote the convergence in L2 which implies op(1). We use the
notationA1n = A2n+ (s.o.) to denote thatA2n has the same order
asA1n and (s.o.)denotes the terms having orders smaller thanA2n.
In what follows, we assume that Zt satisfies (3.3).We present some
preliminary results.

Lemma B.1. Under Assumptions given in Theorem 3.1,

(i) µ̂j(z)
p
−→

{
µj(K) L(1, 0)/σu, if z is fixed,
µj(K) L(1, a/σu)/σu, if z = a

√
n,

and for any p > 0 and z,

(ii) E
[
µ̂j(z)

]
= O(1), and

(iii) E
[
|Kj,h(Zt − z)|p

]
= O(t−1/2 h1−p).

Proof. To establish the first assertion, we use some results from
Jeganathan (2004). Indeed, by Proposition 6 and Lemma 7 of
Jeganathan (2004), for each ε > 0,

µ̂j(z) =
µj(K)
n

n∑
t=1

φε(γ
−1
n Zt + xn)+ oL2(1).

Since φε(z) satisfies the Lipschitz condition and xn → 0,

µ̂j(z) =
µj(K)
n

n∑
t=1

φε(γ
−1
n Zt)+ oL2(1)

=
µj(K)
n

n∑
t=1

φε(Wu(t/n))+ oL2(1)

in view of (3.7) and (2.7). By Lemma 9 of Jeganathan (2004), we
have

µ̂j(z) = µj(K)
∫ 1

0
φε(Wu(s))ds+ oL2(1).
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An application of Proposition 11 of Jeganathan (2004) gives

µ̂j(z) = µj(K) L(1, 0)/σu + oL2(1)

as ε ↓ 0. By the same token, it is easy to show the case of xn = −a
(z = a

√
n). For assertion (ii), we have

E
[
µ̂j(z)

]
= n−1/2

n∑
t=1

E
[
Kj,h(Zt − z)

]
= n−1/2 h−1

n∑
t=1

∫
Kj(t1/2u/h) ft,z(u)du

= n−1/2
n∑
t=1

t−1/2
∫
Kj(v) ft,z(ht−1/2v)dv

≤ Cn−1/2
n∑
t=1

t−1/2 = O(1).

Finally, recall that Kj,h(u) = h−1Kj(u/h) and Kj(u) = uj K(u), it can
be shown easily by the boundedness of ft,z(·) that

E
[
|Kj,h(Zt − z)|p

]
= h−p

∫
|Kj,h(t1/2u/h)|pft(u)du

= t−1/2h1−p
∫
|Kj(v)|pft,z(t−1/2hv)dv ≤ Ct−1/2h1−p.

This proves the lemma. �

Lemma B.2. Under Assumptions given in Theorem 3.1, if z is fixed,
we have

Sn,j(z) = E(XtXTt )[µ̂j(z)] + op(1)
p
−→ E(XtXTt ) µj(K) L(1, 0)/σu.

Proof. Recall that Vt = XtXTt . By adding and subtracting E(Vt)
and E(Vt |Zt) in Sn,j(z), we decompose Sn,j(z) into three terms as
follows:

Sn,j(z) = B1n,1 + B1n,2 + B1n,3,

where B1n,1 = E(Vt) n−1/2
∑
t Kj,h(Zt − z) = E(Vt)[µ̂j(z)],

B1n,2 = n−1/2
∑
t

[E(Vt |Zt)− E(Vt)]Kj,h(Zt − z)

= n−1/2
∑
t

δt gt(Zt) Kj,h(Zt − z),

and

B1n,3 = n−1/2
∑
t

[Vt − E(Vt |Zt)]Kj,h(Zt − z)

≡ n−1/2
∑
t

ζt Kj,h(Zt − z),

where ζt = Vt − E(Vt |Zt). It follows from Lemma B.1 that B1n,1
p
→

µj(K) E(Vt)L(1, 0)/σu. To show the lemma, it suffices to show that
B1n,2 = op(1) and B1n,3 = op(1), respectively.
First, we show that B1n,2 = op(1). By (3.5) and the boundedness

of gt(·) as well as δt = O(t−1/2) (see Assumption C3), we have

|B1n,2| ≤ n−1/2
n∑
t=1

|δt ||gt(Zt)||Kj,h(Zt − z)|

≤ C n−1/2
n∑
t=1

t−1/2C(Zt)|Kj,h(Zt − z)|

= C n−1/2
n∑
t=1

t−1/2C(Zt − z + z)|Kj,h(Zt − z)|.
Since C(u) is continuous at z and Kj(·) has a finite support, then
C(u) ≤ Cz for some Cz for all u’s in a neighborhood of z. Therefore,

|B1n,2| ≤ C n−1/2
n∑
t=1

t−1/2|Kj,h(Zt − z)|
p
−→ 0

by Lemma B.1 and Toeplitz lemma.
Next, we show that B1n,3 = op(1). To do so, it suffices to show

that E[B21n,3] = o(1). To this end, we have (ζ
2 belowmeans ζ 2t,ij for

any i and j, see the discussions below Lemma A.2 for our notation
adoption)

E[B21n,3] = n
−1

n∑
t=1

E
[
ζ 2t K

2
j,h(Zt − z)

]
+ 2 n−1

∑
1≤s<t≤n

E[ζtζsKj,h(Zt − z)Kj,h(Zs − z)]

≡ B1n,31 + B1n,32.

Clearly, by Cauchy–Schwartz inequality, Lemma B.1, and Assump-
tion C1, we have

|B1n,31| ≤ n−1
n∑
t=1

‖ζt‖
2
2q‖Kj,h(Zt − z)‖

2
2p

≤ C n−1
∑
t

t−1/2p h1/p−2

≤ C
(
nh4p−2

)−1/2p
= o(1),

since n h4p−2 →∞ (from Assumption C5). For B1n,32, by (3.5) and
(3.6), we have

E(ζt |Zt , Zs, Vs) = E(Vt |Zt , Zs, Vs)− E(Vt |Zt)
= δt,sgt,s(Zt , Zs, Vs)− δtgt(Zt). (B.1)

It is easy to see that

|B1n,32| ≤ C n−1
∑

1≤s<t≤n

|E{E[ζt |Zt , Zs, Vs]ζsKj,h(Zt − z)Kj,h(Zs − z)}|

≤
C
n

∑
1≤s<t≤n

|δt,s| |E{gt,s(Zt , Zs, Vs)ζs

× Kj,h(Zt − z)Kj,hh(Zs − z)}|

+
C
n

∑
1≤s<t≤n

|δt | |E[gt(Zt)ζsKj,h(Zt − z)Kj,h(Zs − z)]|

≡ B1n,32,1 + B1n,32,2.

To evaluate B1n,32,1, first, we consider the following quantity

E[gt,s(Zt , Zs, Vs)ζsKj,h(Zt − z)Kj,h(Zs − z)|Vs]

=

∫
bt,s,z(t−1/2hu, s−1/2hv)gt,s(z + hu, z + hv, Vs)

×[Vs − E(Vs)− δsgs(z + hv)]Kj(u)Kj(v)| t−1/2s−1/2dudv

= µ2j (K) t
−1/2s−1/2bt,s,z(0, 0)gt,s(z, z, Vs)

×[Vs − E(Vs)− δsgs(z)]{1+ op(1)}.

Then, using (3.5) and (B.1), we have

B1n,32,1 ≤
C
n

∑
1≤s<t≤n

|δt,s| |E{E[gt,s(Zt , Zs, Vs) ζs Kj,h(Zt − z)

× Kj,h(Zs − z)|Vs]}|

≤ C n−1
n−1∑
s=1

s−1
n∑

t=s+1

t−1/2bt,s,z(0, 0)

× E[| gt,s(z, z, Vs) {Vs − E(Vs)− δsgs(z)}{1+ o(1)} |]
= o(1)
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by Assumptions C2 and C3. Similarly, using the fact that δt =
O(t−1/2), one can easily show that B1n,32,2 = o(1). Thus, we have
shown that B1n,32 = o(1). By summarizing the above results, the
lemma is proved. �

Lemma B.3. Under Assumptions given in Theorem 3.1, then,

B2n = h2Bβ(z)E(XtXTt )[µ̂2(z)] + op(h
2)

= h2Bβ(z)E(XtXTt )L(1, 0)/σu + op(h
2).

Proof. The proof is similar to that for Lemma B.2. By adding and
subtracting terms (E(Vt) and E(Vt |Zt)), we can decompose B2n into
three terms as

B2n ≡ B2n,1 + B2n,2 + B2n,3,

where B2n,1 = E(Vt) n−1/2
∑n
t=1

[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
Kh(Zt − z),

B2n,2 = n−1/2
n∑
t=1

[E(Vt |Zt)− E(Vt)] [β(Zt)− β(z)

−β(1)(z)(Zt − z)
]
Kh(Zt − z)

= n−1/2
n∑
t=1

δt gt(Zt)
[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
× Kh(Zt − z),

and

B2n,3 = n−1/2
∑
t

[Vt − E(Vt |Zt)]
[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
× Kh(Zt − z)

= n−1/2
∑
t

ζt
[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
Kh(Zt − z).

Next, we show that B2n,1 contributes an asymptotic bias term and
B2n,2 and B2n,3 are a higher order term like op(h2). First, we consider
B2n,1. By Lemma B.1, we have

B2n,1 = E(Vt) n−1/2
n∑
t=1

[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
× Kh(Zt − z)

= E(Vt)
h2

2
β(2)(z) µ̂2(z)+ (s.o.)

=
h2

2
E(Vt) L(1, 0) β(2)(z) µ2(K)/σu + op(h2).

It remains to show that B2n,2 = op(h2) and B2n,3 = op(h2). First, we
consider B2n,2. Using (3.5) and the change of variable, we have

E
[
B22n,2

]
=
1
n

n∑
t=1

n∑
s=1

δtδsE{gt(Zt)gs(Zs)

×
[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
Kh(Zt − z)

×
[
β(Zs)− β(z)− β(1)(z)(Zs − z)

]
Kh(Zs − z)}

=
1
n

n∑
t=1

n∑
s=1

δtδs t−1/2s−1/2

×

∫ ∫
ft,s,z(t−1/2hu, s−1/2hv)gt(z + hu)gs(z + hv)

×[β(z + hu)− β(z)− β(1)(z) h u]K(u)
×[β(z + hv)− β(z)− β(1)(z) h v]K(v)dudv

≤ C
h4

n

n∑
t=1

n∑
s=1

|δt | |δs| t−1/2s−1/2ft,s,z(0, 0)gt(z)gs(z)

= O(n−1h4) = o(h4)
because δt = O(t−1/2) and δs = O(s−1/2), which implies that
B2n,2 = op(h2). Finally, it suffices to show that E

[
B22n,3

]
= o(h4).

Similar to the evaluation of B1n,3, we decompose E
[
B22n,3

]
into two

terms as follows:

E
[
B22n,3

]
=
1
n

n∑
t=1

E
[
ζ 2t {β(Zt)− β(z)

−β(1)(z)(Zt − z)}2K 2h (Zt − z)
]

+
2
n

∑
1≤s<t≤n

E[ζtζs{β(Zt)− β(z)

−β(1)(z)(Zt − z)}Kh(Zt − z)
×{β(Zs)− β(z)− β(1)(z)(Zs − z)}Kh(Zs − z)]

≡ B2n,31 + B2n,32.

Similar to the evaluation of B1n,31, by Cauchy–Schwartz inequality
and assumption C1, one can show easily that

|B2n,31| ≤ n−1
n∑
t=1

‖ζt‖
2
2q‖[β(Zt)− β(z)

−β(1)(z)(Zt − z)]Kh(Zt − z)‖22p

≤ C n−1
∑
t

t−1/2p h1/p ≤ C
(
nh4p−2

)−1/2p
h2

= C
(
nh8p−2

)−1/2p
h4 = o(h4)

by Assumption C5. For B2n,32, by analogy to B1n,32, we have

B2n,32 ≤ C (nh2)−1 h4
n−1∑
s=1

n∑
t=s+1

(|δt,s| + |δs|) t−1/2s−1/2 = o(h4)

by Assumptions C2 and C3. This completes the proof of Lemma B.3.
�

Lemma B.4. Under Assumptions given in Theorem 3.1, then,

n3/4h1/2B3n
d
−→MN(V ∗),

where MN(V ∗) is a mixed normal with mean zero and covariance
matrix

V ∗ = σ 2ε ν0(K)E(XtX
T
t )L(1, 0)/σu.

Proof. Clearly, E[B3n] = 0 because E(εt |Xt , Zt) = 0. Also,
by the assumptions that {εt} is a martingale difference and
E(ε2t |Xt , Zt) = σ 2ε (conditional homogenous errors), we conclude
that the conditional variance of n1/4h1/2 B3n, given {(Xt , Zt)}, is

V3n =
σ 2ε h
√
n

n∑
t=1

XtXTt K
2
h (Zt − z).

Similar to the proof of Lemma B.2, we can show that

V3n = σ 2ε ν0(K) L(1, 0) E(XtX
T
t )/σu + op(1).

Finally, by virtue of a central limit theorem for a martingale
difference (see, e.g., Hall and Heyde (1980, p. 58)),

n1/4h1/2B3n
d
−→MN(V ∗).

This proves the lemma. �

Proof of Theorem 3.1. By Lemma B.1, we have

Sn(z) =
(
Sn,0(z) Sn,1(z)
Sn,1(z) Sn,2(z)

)
=

(
1 0
0 h2 µ2(K)

)
⊗ E(XtXTt ) L(1, 0)/σu {1+ op(1)},
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which, by replacing Yt in (3.2) by Yt = XTt β(Zt)+ εt , implies that

β̂(z)− β(z) =
[
E(XtXTt ) L(1, 0)/σu

]−1
×

{
n−1/2

n∑
t=1

XtXTt
[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
× Kh(Zt − z)+ n−1/2

n∑
t=1

XtεtKh(Zt − z)

}
{1+ op(1)}

≡
[
E(XtXTt ) L(1, 0)/σu

]−1
{B2n + B3n} {1+ op(1)}, (B.2)

where B2n = n−1/2
∑
t XtX

T
t

[
β(Zt)− β(z)− β(1)(z)(Zt − z)

]
Kh(Zt − z) and B3n = n−1/2

∑n
t=1 Xt εt Kh(Zt − z). The asymptotic

behaviors of B2n and B3n are derived in Lemmas B.3 and B.4.
Therefore, combining Lemmas B.3 and B.4 with (B.2), we obtain
that

n1/4h1/2
[
β̂(z)− β(z)− h2Bβ(z)+ op(h2)

]
= σu

[
L(1, 0) E(XtXTt )

]−1
n1/4h1/2 B3n{1+ op(1)}

d
−→MN(Σ1).

This completes the proof of Theorem 3.1. �
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